Radio, X-ray, and Gravitational Wave Emission from Neutron Stars

Christine Tsung Yi Chung

Submitted in total fulfilment of the requirements of the degree of Doctor of Philosophy
August 2010
School of Physics
The University of Melbourne
Abstract

Multi-messenger observations of neutron stars provide a rich database from which fundamental properties, such as their ellipticities, the strengths and structures of their magnetic fields, and their spin histories since birth can be inferred. This thesis consists of three projects aimed at measuring these properties using radio, X-ray, and gravitational wave emission.

Firstly, we analyse X-ray timing data from the accreting millisecond pulsar XTE J1814−338, and attempt to reproduce the data using a model of a freely precessing pulsar. Precessing pulsars have nonzero ellipticities and hence are sources of continuous gravitational waves. Precession in an accretion-powered pulsar is expected to produce characteristic variations in the pulse properties. Assuming surface intensity maps with one and two hotspots, we compute theoretically the periodic modulation of the mean flux, pulse-phase residuals and fractional amplitudes of the first and second harmonic of the pulse profiles. We then search for these signatures in 37 days of X-ray timing data from XTE J1814−338. We analyse a 12.2-d modulation observed previously and show that it is consistent with a freely precessing neutron star only if the inclination angle is < 0.1°, an a priori unlikely orientation. We conclude that if the observed flux variations are due to precession, the surface intensity map must be over-simplified. Our model allows us to place an upper limit on $\epsilon$ of $3.0 \times 10^{-9}$ independently of the surface intensity map, and we estimate the tilt angle $\theta$ to lie roughly between 5° and 10°. On the other hand, if the observed flux variations are not due to precession, the detected X-ray modulation serves as a firm upper limit on any underlying precession signal. We then place an upper limit on the product $\epsilon \cos \theta$ of $\leq 9.9 \times 10^{-10}$. The first scenario translates into a maximum gravitational wave strain of $\sim 10^{-27}$ from XTE J1814−338 (assuming a distance of 8 kpc), and a corresponding signal-to-noise ratio of $\leq 10^{-3}$ (for a 120 day integration time) for the advanced Laser Interferometer Gravitational Wave Observatory (LIGO) ground-based detector.

Secondly, we design and implement a semi-coherent cross-correlation algorithm which will be used to search for a young neutron star in the supernova remnant SNR 1987A using data from LIGO. We introduce an astrophysical model for the gravitational wave phase which describes a neutron star’s spin down in terms of its magnetic field strength $B$ and ellipticity $\epsilon$, instead of its frequency derivatives. This model allows accurate tracking of the gravitational wave phase from a neutron star spinning down rapidly, an issue which has hindered previous searches for such young objects. We calculate the semi-coherent phase metric and estimate the range of search parameters achievable given our computational resources. We also present results of software verification tests. We verify that when searching over pure noise, the cross-correlation detection statistic is distributed as a zero mean, unit variance Gaussian. In the presence
of a signal, the mean and variance of the detection statistic depend on the gravitational wave strain. We also compare results obtained by searching over exact source inclination and polarization angles to those obtained by averaging over these angles. For standard LIGO sensitivity, in the frequency band between approximately 100 Hz and 300 Hz, we will be able to place limits of $B \gtrsim 10^{13} \text{G}$ and $\epsilon \lesssim 10^{-4}$. Monte Carlo sensitivity estimates show that the smallest detectable gravitational wave strain at 150 Hz for a search using $10^9$ templates is $\approx 6 \times 10^{-25}$.

Finally, we use radio pulsar polarimetry to investigate the magnetic geometry and orientation of pulsars. Polarimetric studies of pulsar radio emission traditionally concentrate on how the Stokes vector $(I, Q, U, V)$ varies with pulse longitude, with special emphasis on the position angle (PA) swing of the linearly polarized component. The interpretation of the PA swing in terms of the rotating vector model is limited by the assumption of an axisymmetric magnetic field and the degeneracy of the output with respect to the orientation and magnetic geometry of the pulsar; different combinations of the latter two properties can produce similar PA swings. We introduce Stokes phase portraits as a supplementary diagnostic tool with which the orientation and magnetic geometry can be inferred more accurately. The Stokes phase portraits feature unique patterns in the $I$-$Q$, $I$-$U$, and $Q$-$U$ planes, whose shapes depend sensitively on the magnetic geometry, inclination angle, beam and polarization patterns, and emission altitude. We construct look-up tables of Stokes phase portraits and PA swings for pure and current-modified dipole fields, filled core and hollow cone beams, and two empirical linear polarization models, including the effects of relativistic aberration. We apply Stokes tomography to observations of 26 radio pulsars, and show that for 60% of the sample, the observed emission is incompatible with a pure magnetic dipole at low emission altitudes. We model in detail two pulsars, PSR J0827+2637 and PSR J0304+1932, using a pure and current-modified dipole respectively. We also apply Stokes tomography to two millisecond radio pulsars, PSR J1939+2134 and PSR J0437−4715. The Stokes phase portraits for PSR J1939+2134 at 0.61 GHz are consistent with a current-modified dipole. However the fit is less accurate for PSR J1939+2134 at 1.414 GHz, and for PSR J0437−4715 at 1.44 GHz, indicating that these objects have a more complicated magnetic field geometry, such as a surface quadrupole, a force-free or vacuum-like field, or a polar magnetic mountain.
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1 Introduction

1.1 Neutron stars

1.1.1 History

The existence of neutron stars was first proposed by Baade & Zwicky (1934), who attributed the huge energy release in supernovae to the gravitational collapse of a star. Baade & Zwicky advanced the idea that a supernova was the transition of an ordinary star into a collapsed object consisting of densely packed neutrons. In 1942, optical observations of a bright star ("Minkowski’s star") at the centre of the Crab Nebula were made (Baade 1942; Minkowski 1942). More than twenty years later, Hewish & Okoye (1965) reported on an unusual source of high radio brightness in the same region, although at the time, they did not link the observations to a neutron star. Three years later, radio pulses were detected from the same source, making it one of the first, and most famous, pulsars to be discovered (Davies et al. 1968). The idea that pulsars are actually rapidly rotating neutron stars was then postulated by Gold (1968).  

It was not until 1969, when optical pulsations were also detected from “Minkowski’s star”, that it was recognised as the optical counterpart of the Crab pulsar (Cocke et al. 1969).

To date, pulsars have been observed in radio, infra-red, optical, X-ray and \( \gamma \)-ray wavelengths. The extremely high magnetic fields and densities, as well as the rapid spin periods, found in pulsars have filled the last 40 years of timing and spectral observations with a plethora of intriguing phenomena. As well as being objects of phenomenological interest, they are excellent tests of general relativity. The famous binary pulsar system PSR 1913+16 (Hulse & Taylor 1975) provided the first indirect evidence of gravitational radiation through its orbital decay. Neutron stars are also considered to be the most promising sources of continuous gravitational waves (Wagoner 1984; Bildsten 1998; Watts et al. 2008a). Neutron star inspirals may yield the first direct

\[ ^{1} \text{Throughout this chapter, we use the term ‘neutron star’ to mean all objects of this class, and ‘pulsar’ to mean the subset of neutron stars which emit pulses.} \]
detection of gravitational waves.

There are two broad classes of neutron stars: isolated, rotation-powered neutron stars and accretion-powered neutron stars in binary systems. They can be further classified as pulsing or non-pulsing, and as fast (with period $\lesssim 0.1$ s) or slow (with period $\gtrsim 0.1$ s) rotators. Accreting neutron stars are detected primarily in X-rays, and are classified according to their companion mass. High-mass X-ray binaries (HMXBs) have companions with mass $\geq 10M_\odot$ and accrete via a stellar wind, whereas low-mass X-ray binaries (LMXBs) have companion masses of $\lesssim 1M_\odot$ and accrete via Roche-lobe overflow (e.g. Psaltis 2006). There are also non-accreting binary radio pulsars which orbit high-mass ($0.5M_\odot$–$1.4M_\odot$) or low-mass ($<0.45M_\odot$) companions. The recycling scenario for pulsars links many of these classes to various stages of pulsar evolution and is discussed in Section 1.1.2.

1.1.2 Evolution and structure of neutron stars

Core collapse

We now summarise briefly the formation and evolution of neutron stars; detailed reviews are provided in Tauris & van den Heuvel (2006); Ghosh (2007).

One mechanism that is believed to form neutron stars is a core-collapse (Type II) supernova (Colgate & White 1966). A massive ($\geq 8M_\odot$) star undergoes several stages of nuclear burning until its core is composed of iron. When its iron core exceeds the Chandrasekhar mass ($1.4M_\odot$), it can no longer be supported by the electron degeneracy pressure which supports its structure. It undergoes gravitational collapse, which is halted when the density of the core becomes sufficient for the nucleons to feel their short-range repulsive strong force interactions, as well as the neutron degeneracy pressure. This abrupt halt of the inner core’s collapse, and its subsequent rebound, generates a shock wave which propagates outwards, expelling the outer layers of stellar material (see e.g. Woosley & Janka 2005, for a detailed review). The extreme temperatures of the core during the core-collapse phase result in a neutrino burst which transports a large amount of kinetic and electromagnetic energy within seconds. Observations of a neutrino burst during the supernova SN 1987A confirmed the core-collapse scenario, and indicated that the gravitational energy released during the process is $\sim 10^{53}$ erg (Hirata et al. 1987; Nakamura & Fukugita 1989). During core-collapse, neutron stars are sometimes ‘kicked’, obtaining velocities of up to $1600\text{ km s}^{-1}$ (Cordes et al. 1993; Chatterjee & Cordes 2004). If the initial mass of the star is $\gtrsim 25M_\odot$, a black hole is formed.
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Instead of a neutron star (Heger et al. 2003).

There is still debate about whether neutron stars are born with large ($\geq 10^8$ G) magnetic fields, or if their fields increase after birth. One model states that during core-collapse, the weak field of the progenitor is compressed, resulting in an amplified field in the neutron star (Ruderman & Sutherland 1973). Alternatively, the fields may be amplified via dynamo action during the first few seconds of a proto-neutron star’s life (Thompson & Duncan 1993).

**Isolated pulsars**

A young neutron star with a sufficiently high magnetic field and spin period switches on as a rotation-powered pulsar. Although the exact emission mechanism is still unknown, a common theory is that in order to switch on, the magnetic field must be strong enough to produce a potential drop of order $10^{15} - 10^{16}$ V (Goldreich & Julian 1969; Sturrock 1971; Michel 1982). Electrons in the magnetosphere are accelerated along the field lines and emit curvature radiation, which in turn produces more electrons. This process leads to a pair cascade, seeding a large amount of dense charges which generate radio waves. Radio pulsars spin down gradually and their magnetic fields decay until they cross the pulsar “death line”, where the polar cap voltage is too weak to enable radio emission (Sturrock 1971; Ruderman & Sutherland 1975; Chen & Ruderman 1993b; Arons 1998).

**Binary systems**

Newly-born pulsars in binaries have either a) a massive main-sequence companion in a wide orbit, or b) a low-mass companion in a narrow orbit. Eventually, they begin to accrete matter from their companions, during which they are spun up and emit X-rays. As noted in Section 1.1.1, the mass of their companion determines whether they are HMXBs or LMXBs (see Section 1.4). Once the accretion process has exhausted the material from the disk, the pulsars cease X-ray emission and begin to emit at radio frequencies.

**Recycling scenario**

Until little over a decade ago, there was no direct evidence to prove how millisecond radio pulsars fit into the evolutionary model of neutron stars. The standard recycling scenario posits that accreting X-ray pulsars are the progenitors of millisecond radio pulsars (Radhakrishnan & Srinivasan 1982; Alpar et al. 1982). A pulsar in a LMXB system accretes mass from its companion star,
with the accreted material forming a disc around the pulsar. At the Alfvén radius, the boundary of the magnetosphere, the magnetic pressure balances the ram pressure from the incoming disk material. Matter flows from the disc onto the pulsar’s surface along the pulsar’s magnetic field lines, transferring mass and angular momentum to the pulsar in two ways. Firstly, a positive material torque is exerted on the pulsar by the infalling matter. Secondly, a magnetic torque, which may be positive or negative, is applied via the magnetic field lines which are frozen into the disk. The pulsar is spun up to millisecond periods, reaching equilibrium when the pulsar’s rotational speed equals the Keplerian speed of the disk at the Alfvén radius (Ghosh & Lamb 1979). Most millisecond radio pulsars remain in their binary state, with their companion becoming a white dwarf. At the end of the recycling phase, in addition to their radio emission, they can produce a relativistic electron-positron wind (Ruderman et al. 1989). Once accretion has stopped, the companion star can be eroded by the pulsar wind, leaving behind an isolated millisecond pulsar in the so-called ‘black widow’ scenario (Fruchter et al. 1988; Kulkarni & Hester 1988; Tavani 1992). In globular clusters, the companion can also be lost through a collision with a nearby star (Verbunt et al. 1987).

The recycling scenario was confirmed by the discovery of the first accreting millisecond X-ray pulsar (AMSP), SAX J1808.4-3658 (Wijnands & van der Klis 1998; Chakrabarty & Morgan 1998), which provided the missing link between the slow X-ray pulsars and millisecond radio pulsars. To date, there are thirteen known AMSPs (Wijnands 2004; Morgan et al. 2005; Galloway 2007; Krimm et al. 2007; Altamirano et al. 2009; Markwardt et al. 2009; Altamirano et al. 2010). Due to their large spin frequencies and the likelihood that accretion distorts their shape, AMSPs are considered likely sources of gravitational waves (Watts et al. 2008a).

The characteristic age of a rotation-powered pulsar is defined as $\tau_c = P/\left[(n-1)\dot{P}\right]$, where $P$ is the pulsar’s spin period, $\dot{P}$ is its period derivative, $n = \ddot{\Omega}/\dot{\Omega}^2$ is its braking index, and $\Omega = 2\pi/P$ is its angular frequency. This is an approximate measure of a pulsar’s true age, assuming a constant magnetic field and braking index (typically assumed to be $n = 3$), and assuming that its initial spin period is much less than its current period. A sample population of radio pulsars from the ATNF Pulsar Catalogue is shown in the $P$-$\dot{P}$ plot in Figure 1.1. An example evolutionary track for a pulsar with $n = 3$ and $B = 10^{13}$ G is marked by the solid line. Young pulsars are born in the upper left region of the plot and spin down until they reach the central island. Isolated pulsars spin down further, moving rightwards in the plot until they eventually cross the
1.2. Thesis motivation

Certain fundamental properties of neutron stars, such as their ellipticities, the strengths and structures of their magnetic fields, and their spin histories from birth to the present, cannot be measured directly. Whatever information
Figure 1.1: Period-period derivative ($P, \dot{P}$) diagram of a sample of 947 observed radio pulsars from the ATNF Pulsar Catalogue. Binary pulsars are denoted by circles. The dotted and dashed lines represent constant characteristic ages and constant magnetic fields. The solid line represents the evolutionary track for a constant electromagnetic braking index of $n = 3$. The spin-up line represents the minimum period attainable via accretion (from Tauris & Konar 2001).
1.2. THESIS MOTIVATION

Table 1.1: Top panel: three fundamental properties of neutron stars (ellipticity, magnetic field, and angular velocity) investigated through radio, X-ray, and gravitational wave studies in this thesis. Bottom panel: Evolutionary stage to which each technique applies. ⊗ indicates quantities known by other means.

<table>
<thead>
<tr>
<th>Property</th>
<th>Radio polarimetry</th>
<th>X-ray timing</th>
<th>Gravitational waves</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ellipticity, $\epsilon$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Magnetic field, $\mathbf{B}$ (geometry)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnetic field, $</td>
<td>\mathbf{B}</td>
<td>$ (strength)</td>
<td>⊗</td>
</tr>
<tr>
<td>Angular velocity, $\Omega$ (orientation)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Angular velocity, $</td>
<td>\Omega</td>
<td>$ (magnitude)</td>
<td>⊗</td>
</tr>
<tr>
<td>Evolutionary stage:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young, non-recycled</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Old, non-recycled</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recycled</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

we have is inferred indirectly from spectral, polarization, and timing studies of their pulsed emission. To our advantage, however, multi-wavelength and multi-messenger observations allow us to study these objects from a range of perspectives, each contributing to form a complete picture. To this end, this thesis consists of three independent projects aimed at studying radio, X-ray, and gravitational wave emission from neutron stars. Firstly, we analyze X-ray data from an accreting millisecond pulsar, XTE J1814–338, whose timing properties indicate that it may have a nonzero ellipticity, causing it to freely precess. Ellipticity estimates are of great interest to current gravitational wave search efforts, as the gravitational wave strain emitted by a pulsar is directly proportional to its ellipticity. Secondly, we design a cross-correlation search for gravitational waves from the young neutron star in the supernova remnant SN 1987A using data from the Laser Interferometer Gravitational Wave Observatory (LIGO) and show how the search places limits on the birth and current magnetic field strengths, ellipticity, and birth spin frequency of this object. Finally, we introduce a new approach towards radio pulsar polarimetry, called Stokes tomography, to model the spin axis orientations (i.e. angular velocity vector, $\mathbf{\Omega}$), magnetic field geometries, and emission altitudes of radio pulsars. In Table 1.1, we summarise how the three projects provide insight into three primary properties of neutron stars at different stages in their life cycle.

In this chapter, we summarise the aspects of neutron star physics that are
specifically relevant to our work, including current theoretical models, outstanding issues faced today, and how the work in this thesis contributes to the field. In Section 1.3, we discuss rotation-powered pulsars which emit primarily in the radio band. Accretion-powered pulsars, which emit X-rays, are discussed in Section 1.4. In Section 1.5, we explain why neutron stars are likely gravitational wave emitters and review current gravitational wave search efforts. A detailed outline of the work in the thesis is presented in Section 1.7.

1.3 Rotation-powered pulsars

In this section, we summarise briefly the properties of rotation-powered pulsars (RPPs), with an emphasis on the topics covered in this thesis, namely pulse and polarization profiles (Section 1.3.1), timing properties (Section 1.3.3) and magnetic field structure (Section 1.3.4). For complete reviews of pulsar physics, the reader is referred to textbooks by e.g. Lyne & Graham-Smith (2006); Ghosh (2007).

There are currently 1827 known rotation-powered pulsars at the time of writing. They are concentrated near the galactic plane. Most RPPs are detected primarily in radio, although sources like the Crab pulsar are visible up to gamma-ray wavelengths. There are also a small number of high-energy sources classified as RPPs, known as anomalous X-ray pulsars (AXPs) and soft gamma-ray repeaters (SGRs), which are isolated and spin down similarly to normal pulsars (Mereghetti 2008). However, their unusually high luminosity and rapid spin-down rates imply that their emission is not powered by rotation but rather by tapping the energy in their extreme magnetic fields, which can be as high as $10^{15}$ G (Thompson & Duncan 1996). AXPs and SGRs are collectively known as magnetars. In this section, we focus the discussion primarily on radio pulsars.

1.3.1 Radio pulse profiles

Radio pulsar emission is generally highly polarised and is frequency dependent [see e.g. Seiradakis & Wielebinski (2004) for a detailed review]. At a particular frequency, $\sim 10–100$ individual pulses are normally summed to produce an averaged characteristic pulse profile (Helfand et al. 1975). The individual components of the profile (normally Gaussian) can be traced to specific coherent emission regions in the pulsar’s magnetosphere (e.g. Rankin 1983; Lyne &

A complete catalogue is available at http://www.atnf.csiro.au/research/pulsar/psrcat/
Manchester 1988; Seiradakis et al. 1995; Kijak & Gil 1998). The pulse and polarization profiles of young, slowly rotating pulsars differ somewhat from those of the older, recycled millisecond pulsars (MSPs). This is largely due to their distinct evolutionary histories: there is evidence that recycled MSP magnetic fields are distorted as a result of accretion (see Section 1.3.4).

Figure 1.2 shows the emission geometry of a radio pulsar, assuming a single conal beam centred on the magnetic axis. As the exact pulsar emission mechanism is still unknown, the pulse profiles of slow RPPs are usually modelled morphologically according to the number of components in their pulse profile. Single and double profiles can be explained by the hollow-cone model (Komesaroff 1970), in which one cone-shaped emission region is centered on each magnetic pole. A single-component profile corresponds to the line-of-sight grazing the edge of the cone, whereas a double profile corresponds to the line-of-sight cutting through the centre of the cone. Triple profiles are explained by adding a central pencil beam to the hollow cone (Radhakrishnan & Cooke 1969). There are also five-component profiles which are modelled by a central beam surrounded by inner and outer cones (Rankin 1983, 1993). Examples of such single, double, triple, and quintuple-peaked pulse profiles are shown in Figure 1.3. Alternatively, the patchy-beam model postulates a group of emission regions randomly located within the outer open magnetic field lines (Lyne & Manchester 1988). Recently, a new scheme was proposed, in which the emission originates from elongated fan beams positioned around the magnetic poles, classified as either spoke-like, wedge-like, or stream-like (Dyks et al. 2010). Rankin (1990) noted empirically that pulse widths $W$ narrow with increasing spin period according to $W \propto P^{-1/2}$. Assuming a dipole magnetic field, this happens because the faster the pulsar spins, the wider the separation between tangents to the outermost open field lines at a given altitude\(^3\). The beam, which fills some fraction of these open field lines, widens accordingly (Backer 1995).

The profiles of MSPs display similar multi-component features, although the pulse profiles are generally more complex. A study of pulse profiles of 40 MSPs and 180 slow pulsars by Kramer et al. (1998) revealed an average of $4.2 \pm 0.4$ Gaussian components for the MSPs compared with $3.0 \pm 0.1$ components for the slow pulsars. The authors also found that MSPs have pulses which are $\sim 4$ times wider (see Figure 1.5). As the wider MSP pulse profiles are ‘stretched’ longitudinally across a single pulse, they appear more complex because their

\(^3\)Open field lines lose outside the speed-of-light cylinder ($r_{LC} = cP/2\pi$)
individual components are spaced out and hence are more easily identified (Kramer et al. 1998). On average, MSPs are also less luminous than slower pulsars, although the two luminosity distributions do overlap.

One example of an extremely complex, wide MSP pulse profile from PSR J2124−3358 is shown in Figure 1.4. Manchester & Han (2004) identified at least 12 components spanning almost the entire pulse period (4.931 ms), stating that the patchy-beam model is clearly a better fit for this object than the core-and-cone model. Note also the complicated polarization angle swing shown in Figure 1.4 (we discuss the polarization properties of MSPs in Section 1.3.2).

In slow RPPs, there is evidence for a radius-to-frequency mapping (RFM; Ruderman & Sutherland 1975; Cordes 1978; von Hoensbroech & Xilouris 1997a) in which the pulse width decreases with increasing observation frequency. Assuming that radio emission originates from plasma which flows along open magnetic field lines above the magnetic poles, this indicates that higher frequencies probe denser regions closer to the pulsar surface, where the field lines are narrower. However, there are a few exceptions to the RFM, in which the pulse width increases with frequency (Johnston et al. 2008a). In these cases, the outer components of the profile are thought to brighten intrinsically with frequency, relative to the central components, causing an apparent broadening.
Figure 1.3: Pulse profiles of four pulsars showing a single-peaked profile (B0611+22; top left panel), a double-peaked profile (B0301+19; top right panel), a triple-peaked profile (B1821+05; bottom left panel), and a quintuple-peaked profile (B1237+05; bottom right panel). The black, red, and green lines show total intensity, linearly polarized intensity, and circularly polarized intensity respectively (from Hankins & Rankin 2010).
Figure 1.4: Pulse profile (bottom curves) and polarization angle swing (top curves) for the millisecond pulsar PSR J2124−3358, which has a spin period of 4.931 ms. The bottom curves show total intensity (thick line), linearly polarized intensity (dot-dashed line), and circularly polarized intensity (thin line). The pulse profile contains at least 12 components, and spans most of the pulse period (from Manchester & Han 2004).

Figure 1.5: Pulse profile widths of a sample of radio pulsars, measured at 10% of the peak intensity, as a function of pulse period. Slowly rotating pulsars are denoted by squares, and MSPs are denoted by circles (from Kramer et al. 1998). The blue line shows the $W \propto P^{-1/2}$ relation. Rankin (1990) showed empirically that the half-power pulse widths of pulsars of 110 sample pulsars depend only on the magnetic inclination angle and the polar cap radius, and always lie above the blue line.
of the pulse.

The RFM is satisfied poorly by MSPs. In many cases, multi-frequency observations show that the pulse widths remain fairly constant. One possible reason is that all the emission originates from a narrow range of altitudes due to the MSP’s compact magnetosphere (Kramer et al. 1999, see Section 1.3.4). Interestingly, the fan-beam model of Dyks et al. (2010) contradicts the idea that higher frequencies probe lower emission altitudes in all RPPs. The authors suggest instead that high frequencies probe lower-density regions at the outskirts of the elongated beam, and that all radio frequencies originate at the same altitude.

1.3.2 Polarization

Radio polarimetry is another important diagnostic of the pulsar’s magnetic geometry and orientation. The polarization position angle (PA), defined as the angle between the pulsar’s projected rotation axis and the electric field vector at the emission point, varies in a characteristic way across a pulse. As the electric field vector is linked closely to the magnetic field geometry (it is thought to lie either parallel or perpendicular to the magnetic field tangent vector), the shape of the PA swing across one pulse period reflects the structure of the magnetic field. Traditionally, the PA swing is analysed concurrently with the pulse profile. The most commonly used model to describe pulsar polarization is the Rotating Vector Model (RVM; Radhakrishnan & Cooke 1969), which describes the PA swing as a function of the angle between the magnetic axis and the rotation axis, the observer’s inclination angle, and the pulse phase. The RVM assumes a dipolar magnetic field and predicts the S-shaped PA swing which is observed in many slow pulsars (see Figure 1.6 for examples of ‘well-behaved’ PA swings). However, not all pulsars can be fit well using the model. It is not applicable for most MSPs, whose PA profiles are either flat or display varying amounts of distortion, indicating deviations from a dipolar field (see for example, the complex PA swing for the MSP PSR J2124−3358 in Figure 1.4) (Xilouris et al. 1998; Stairs et al. 1999; Ord et al. 2004).

A new method for analysing polarization data, Stokes tomography, is introduced in Chapters 5 and 6 of this thesis. Stokes tomography exploits the fact that, when plotted against each other over one pulse period, the Stokes parameters form patterns which are unique (or nearly so) for different combinations of magnetic and observer inclination angles, as well as for various magnetic
Figure 1.6: Examples of S-shaped PA swings and pulse profiles from eight radio pulsars. At the bottom of each panel, the solid, dashed, and dotted lines represent the total intensity, linearly polarized, and circularly polarized components of the pulse profile. The PA swing is shown at the top of each panel, with $\pm 2\sigma$ error bars where available (from Lyne & Manchester 1988).
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field configurations. This method has the advantage that it is not restricted to any particular model (e.g. axisymmetric dipole) for the pulsar’s magnetic field or emission geometry.

Aside from the differences in the shape of the PA swing, MSPs also have significantly higher linear and circular polarizations than slow pulsars. Figure 1.7 shows a statistical comparison of the (a) fractional linear, (b) absolute circular (|V|/I), and (c) circular (V/I) polarization of 24 MSPs and 281 slow pulsars, where V is the circularly polarized component, and I is the total intensity of the emission in the canonical Stokes vector (I, Q, U, V). A detailed explanation of the Stokes parameters is presented in chapter 5. The steepest slope of the PA swing (d) is also shown for 22 MSPs and 178 slow pulsars (Xilouris et al. 1998). In panels (b) and (c), both |V| and V are important quantities as the net circular polarization does not always provide an accurate description of the overall degree of circular polarization. For example, flips in the handedness of the polarization between pulses can lead to an integrated profile with low V, while the individual pulses may actually be highly circularly polarized (Karastergiou et al. 2003). In Figure 1.7 (c), the handedness has been calibrated by referencing the measurements of V to those of a canonical pulsar, PSR B1929+10. In panel (d), the steepest slope of the PA swing in the RVM occurs when the observer’s line-of-sight is aligned with the magnetic meridian, with (dψ/dφ)_{max} = sin α / sin(ˆi − ∠α), where φ is the pulse phase, α is the magnetic inclination angle, and ˆi is the observer’s inclination angle. However, this relation may not apply to MSPs which have shallower PA slopes, implying that the emission originates from further out in the magnetosphere, where the field may be swept-back (Barnard & Arons 1986; Xilouris et al. 1998). Here, the slope of the PA swing is reduced as the toroidal component of the swept-back field increases.

The degree of polarization in RPPs is frequency dependent, though the amount by which it changes is different for each pulsar (Xilouris et al. 1998; Gould & Lyne 1998; Johnston et al. 2008a). Generally, the degree of linear polarization decreases with increasing frequency. This can be explained in two ways. Firstly, the polarized emission is emitted by particles with a high Lorentz factor γ and is beamed into a cone of opening angle γ−1 around each particle’s velocity vector. The duration of the detected radiation (i.e. of each particle ‘bunch’) therefore scales as γ−1; often, it is shorter than the data sampling rate. The emission is incoherently summed in the detector, resulting in a decrease in the fractional polarization. At high frequencies, which are thought to probe lower regions of the magnetosphere, this effect is exacerbated as the field
Figure 1.7: Comparison of the (a) fractional linear, (b) absolute circular, and (c) circular polarization of 24 MSPs (upper panels) and 281 slow pulsars (lower panel). Histograms of the steepest slope of the PA swing for 22 MSPs and 178 slow pulsars are shown in (d) (from Xilouris et al. 1998).
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lines are closer together, reducing the number of independently radiating particle bunches. Alternatively, the superposition of two orthogonally polarized modes of emission with different spectral indices and intensities determines the fractional polarization. The larger the difference in intensities, the higher the linear polarization. If one mode has a much steeper spectrum, the two spectra can intersect at a high frequency, decreasing the degree of linear polarization (Karastergiou et al. 2005; Johnston et al. 2008a). Interestingly, the shape of many PA swings also changes with frequency, which is unexpected in the context of the dipole-field geometry assumed by the RVM (Johnston et al. 2008a).

Another effect which must be taken into account is that the polarization changes continuously as it propagates through the magnetosphere. This can result in the polarized emission changing significantly between when it is emitted, and when it is actually observed (Cheng & Ruderman 1979; Stinebring 1982; Barnard & Arons 1986; Melrose et al. 2006). The polarization state of the emission only becomes fixed at the polarization-limiting radius, defined as the radius beyond which the pulsar plasma is ineffective in altering the polarization. Barnard & Arons (1986) estimated this radius to be close to the light cylinder radius for $P \lesssim 0.6$ s, and to decrease as $P$ increases (Barnard & Arons 1986). However, its exact location is uncertain (von Hoensbroech et al. 1998).

1.3.3 Timing properties

Most rotation-powered pulsars are remarkably stable clocks, with precisions comparable to atomic clocks (Matsakis et al. 1997). An important property of radio pulsars is that they all spin down gradually, allowing their spin periods to be measured with a precision of 1 part in $10^{14}$ (Ghosh 2007)$^4$. Figure 1.8 shows the spin distribution of 1509 rotation-powered pulsars (Manchester et al. 2005). The distribution is clearly bimodal, with a dichotomy between millisecond and slowly rotating pulsars. Most isolated radio pulsars are slow rotators with periods of between 0.1–1 s. Binary pulsars populate approximately 75% of the millisecond spin period range, whereas the young, high-energy (optical, X-ray and gamma-ray) pulsars have periods of between 0.03–0.15 s. The AXPs are the slowest, with periods ranging from 5–12 s. As mentioned in Section 1.1.2, the gap in the spin distribution is bridged mostly by pulsars which are in the

$^4$Accretion-powered pulsars are much less stable. Aside from the long-term timing noise described in Section 1.4.1, 5% of observed burst oscillations from LMXBs display anomalies like frequency drifts as large as $\sim 1.3\%$ of the spin frequency $\nu_*$ (Galloway et al. 2001), perhaps due to atmospheric motions (Spitkovsky et al. 2002).
Occasionally, at random times, some pulsars “glitch”, experiencing discontinuous decreases in their spin periods. These glitches are thought to be caused by intermittent coupling between the crust and the superfluid interior of the pulsar (Lyne & Graham-Smith 2006). Studies of recent data also provide evidence that glitches can be modelled as an avalanche process, and have a Poissonian waiting time distribution (Melatos et al. 2008). Long term (> 10 yr) timing observations of RPPs conducted by Hobbs et al. (2010) show that for pulsars younger than 10^5 years, glitches are the dominant source of timing noise. Other sources of long-term timing noise include unmodelled planetary companions (Cordes 1993), or free precession, which we now discuss.

**Free precession**

If a pulsar has a nonzero ellipticity, and if its axis of symmetry is displaced from its angular momentum vector, it will precess. In the absence of external torques, free precession occurs, modulating the times of arrivals and intensities of the observed pulse profiles at the precession frequency, \( \nu_p \approx \nu_* \epsilon \cos \theta \), where \( \nu_* \) is the spin frequency, and \( \theta \) is the tilt angle between the pulsar’s symmetry
axis and the angular momentum vector (see Figure 2.1). As noted in Section 1.2, freely precessing pulsars are excellent sources of continuous gravitational waves.

There are arguments that free precession is not an observable effect. Damping mechanisms such as internal dissipation (Bondi & Gold 1955; Alpar & Saulis 1988) and gravitational radiation (Cutler & Jones 2001) can reduce the tilt angle over time. Additionally, recent modelling by Gladbeck et al. (2009) suggest that instabilities in the superfluid interior prevent the pulsar from precessing.

On the other hand, there are many mechanisms that could deform a pulsar for up to \( \sim 10^7 \) years, including stresses in the crust (Ushomirsky et al. 2000), large internal magnetic fields (Bonazzola & Gourgoulhon 1996; Cutler 2002), and mountains on the surface (Melatos 2000; Jones & Andersson 2002; Vigeli & Melatos 2009b, see Section 1.5.3). To date, only one radio source, PSR B1828–11, shows strong evidence for free precession, with a precession period of 500 days and a tilt angle of \( \sim 3^\circ \) (Stairs et al. 2000; Ak
gün et al. 2006). Another tentative candidate is PSR B1642–03 (Shabanova et al. 2001). Several X-ray sources, e.g. RX J0720.4–3125 (Hohle & Haberl 2009) and XTE J1814–338 (Chung et al. 2008, Chapter 2) also display modulations consistent with free precession, although the data are not conclusive.

### 1.3.4 Magnetic field strength and geometry

The magnetic fields of slow RPPs are commonly approximated as dipoles rotating in a vacuum (Deutsch 1955). The simplest model states that the rotational energy of RPPs is converted into electromagnetic energy via magnetic dipole radiation, at a rate (Pacini 1967; Pacini & Salpeter 1968; Ostriker & Gunn 1969)

\[
\dot{E} = I \dot{\Omega} = \frac{\mu^2 \Omega^4 \sin^2 \alpha}{3c^2},
\]

(1.1)

where \( \mu \) is the star’s magnetic dipole moment, \( I \) is its moment of inertia, \( \Omega = 2\pi/P \) is its angular frequency, \( \alpha \) is the angle between the magnetic axis and the spin axis, and \( c \) is the speed of light. Using the canonical value of \( I = 10^{45} \) g cm\(^2\), and assuming \( \sin \alpha = 1 \), \( \mu \) is determined to be

\[
\mu = 3.2 \times 10^{37} (P \dot{P})^{1/2} \text{ G cm}^3.
\]

(1.2)

Improvements to the model of a rotating dipole in vacuo, taking into account the corotating magnetosphere, were made by Melatos (1997).
In reality, of course, a pulsar does not reside in a vacuum. The magnetosphere can significantly alter the structure of the magnetic field, especially at large altitudes. The characteristic size of the magnetosphere is given by the light cylinder radius, \( R_{\text{LC}} = c/\Omega \approx 4.8 \times 10^3(P/1\text{s}) \). Inside this radius, the magnetosphere corotates with the star, generating a charge density known as the Goldreich-Julian density \( \rho_{\text{GJ}} \) (Goldreich & Julian 1969). Electric currents flow along the magnetic field lines, inducing a purely toroidal magnetic field \( B_t = (r/R_{\text{LC}})(J/J_{\text{GJ}})B \cos \alpha \), where \( r \) is the radial distance from the star, \( J \) is the current density, \( J_{\text{GJ}} = \rho_{\text{GJ}}c \) is the Goldreich-Julian current density, and \( B \) is the dipole field strength (Hibschman & Arons 2001). Additionally, perturbations to the magnetic field are caused by relativistic sweep-back of field lines (Shitov 1983, 1985). At low altitudes \( (r \ll R_{\text{LC}}) \), this effect is of order \( (r/R_{\text{LC}})^2 \), although it grows to \( (r/R_{\text{LC}})^{1/2} \) at the outer boundary of the open field line region (Dyks & Harding 2004).

Recently, a more realistic three-dimensional model of a force-free magnetosphere was constructed (Spitkovsky 2006; Kalapotharakos & Contopoulos 2009). Numerical simulations of this model involve a rotating, conducting sphere immersed in a massless, infinitely conducting fluid. The charge density of the fluid is approximately equal to the Goldreich-Julian density. The force-free field has been used to model light curves from high-energy gamma-ray pulsars, whose emission is thought to originate in the outer magnetosphere (Bai & Spitkovsky 2009a).

There is much greater uncertainty regarding the magnetic field geometry of MSPs. MSP magnetospheres are more compact than those of slower pulsars because of their smaller spin periods. It has been argued, from the lack of dramatic frequency-dependent pulse profile changes in some MSPs, that either the magnetic field does not change with radius, or the compactness of the magnetosphere results in multi-frequency emission originating from a narrow range of altitudes (Kramer et al. 1999). However, as evidenced by the shapes of their pulse profiles and PA swings, there are likely differences between the magnetic field structures of MSPs and slow pulsars. The field structure of MSPs is expected to be altered by an amount proportional to the total mass transferred during accretion (Ruderman 1991; Chen & Ruderman 1993a). This distortion can occur when e.g. magnetic field lines which are frozen-in to the accreted material are dragged along as the matter spreads equatorwards (Melatos & Phinney 2001; Payne & Melatos 2004; Vigelius & Melatos 2008). The magnetic field can remain distorted for up to \( 10^8 \) years before relaxing into a dipole (Vigelius & Melatos 2009b). Several models involving higher-order magnetic
multipoles have also surfaced, after a quadrupolar magnetic field was proposed by Gil (1985) to explain the observed emission from the MSP PSR B1937+214. These higher-order multipoles may be comparable to, or even dominate, the dipolar component close to the stellar surface (Shakura et al. 1991; Arons 1993; Asseo & Khechinashvili 2002). The authors suggest that these non-dipolar fields are necessary to model complex pulse profiles. For example, Asseo & Khechinashvili (2002) state that the existence of complex multipoles allows pair-production in ‘favourable regions’, distributed in such a way that the 20 isolated subbeams observed in PSR B0943+10 can be explained.

1.4 Accretion-powered pulsars

We now turn to discuss accretion-powered pulsars (APPs), which exist in binary systems and emit primarily in the X-ray band. The X-ray luminosities typically observed from these sources ($\sim 10^{37}$ erg s$^{-1}$) are too large to be powered by their rotation alone. The emission is instead generated by the energy released by matter from the companion star falling into the pulsar’s gravitational potential well at a rate of $\dot{M} \sim 10^{-9} M_\odot$ yr$^{-1}$ (Zel’dovich & Novikov 1965; Zel’Dovich & Shakura 1969; Pringle & Rees 1972; Lamb et al. 1973). As the accreted matter falls towards the surface of the pulsar, it is channeled along the magnetic field lines towards the magnetic poles (Davidson 1973; Lamb et al. 1973). “Hotspots” are produced at the poles, which radiate as the infalling material forms an accretion column. The intensity of the observed emission is proportional to $\dot{M}$.

Unlike rotation-powered pulsars, APPs can spin up as the accreted matter transfers angular momentum to them (Ghosh & Lamb 1979). They experience a spin-up torque $N \approx \dot{M} \sqrt{G M_\star r_m}$, where $G$ is the gravitational constant, $M_\star$ is the pulsar radius, $r_m \sim 10^6$ m is the magnetospheric radius (Bildsten et al. 1997).

In this section, we briefly describe the two classes of APPs, and detail the key properties of APPs relevant to this thesis, namely their timing properties (Section 1.4.1), magnetic fields and ellipticities (Section 1.4.2).

High-mass X-ray binaries

The initial masses and separations of stars play an important role in the formation of X-ray binaries. HMXBs originate from systems in which both stars are massive ($> 12 M_\odot$). The more massive primary star evolves quickly and
explodes in a supernova. If the mass ejected during the supernova is less than the combined masses of the remnant neutron star and the secondary star, or if the neutron star is kicked along a favourable direction during an asymmetric explosion, the system remains a binary. HMXBs have generally eccentric orbits, and are not close enough for the primary star to fill its Roche lobe. The neutron star captures material from its companion’s stellar wind through Bondi-Hoyle accretion (Bondi & Hoyle 1944). The material from the stellar wind forms a common envelope through which angular momentum is transferred to the neutron star. The lifetimes of HMXBs are short \((10^5–10^7 \text{ yr})\) (Psaltis 2006), after which time the companion (usually a type O or B star) explodes as a supernova. This leaves behind a double pulsar system comprising the original neutron star, now a recycled millisecond pulsar, and a young pulsar. There are currently ten known double pulsar systems, the most recently discovered being PSR J1906+0746 (Lorimer et al. 2006; Lorimer 2008).

Low-mass X-ray binaries

In order to produce LMXBs, there needs to be a significant difference between the initial masses of the primary and secondary stars (Tauris & van den Heuvel 2006). The more massive primary enters its red giant phase first, while the secondary star is still on the main sequence. The primary star loses material and angular momentum to the secondary main-sequence star via Roche-lobe overflow, and via a stellar wind. A common envelope forms, which depletes the primary star’s hydrogen shell \((\geq 70\% \text{ of its total mass})\) and shrinks the binary orbit. Once the hydrogen shell is expelled, the primary star collapses and explodes in a supernova if its helium-core mass is \(\geq 2.8M_\odot\). The system is now observed as an LMXB. The closeness of the resulting neutron star and the secondary star allows for accretion, again via Roche-lobe overflow, in which the secondary star is now the mass donor. Due to its lower mass, the secondary star evolves more slowly than the primary and can take \(\sim 2.2\text{ Gyr}\) to enter its giant phase. The lifetimes of LMXBs are typically \(\sim 10^7–10^9\text{ yr}\) (Psaltis 2006).

Figure 1.9 shows the binary configuration of HMXBs and LMXBs, along with typical values for the masses of the primary and secondary stars, orbital separations, and orbital periods. Aside from those previously stated, there are several interesting differences between HMXBs and LMXBs (Psaltis 2004). Firstly, most HMXBs display persistent pulsations, whereas LMXBs are mostly transient objects which are quiescent for long periods. This occurs because the magnetic field of a neutron star, which collimates the accretion flow onto
hotspots, decreases with the amount of accreted mass. Secondly, HMXBs are distributed along the galactic plane (Lutovinov et al. 2007), whereas LMXBs are found near older stars around the Galactic centre and in globular clusters (Grimm et al. 2002; Revnivtsev et al. 2008).

The X-ray spectrum of APPs is generally described by a flat power law with an exponential cutoff at $\geq 10$ keV, caused by Compton upscattering of thermal emission from the polar caps by high energy electrons in the accretion column (Mészáros 1992). Low magnetic field APPs can also be classified according to their position on an X-ray colour-colour diagram as Z sources and atoll sources. Z sources are named for the Z-shaped track which they trace in the X-ray colour-colour diagram during an outburst, whereas atoll sources trace out either a banana shape, or an island (Hasinger & van der Klis 1989). It is thought that Z sources have stronger magnetic fields ($> 10^9-10^10$ G) and reach higher accretion rates than atoll sources. Recently, however, observations of the transient neutron star XTE J1701$-$462 (Lin et al. 2009) showed that it changed from displaying characteristics of a Z source to those of an atoll source over the course of a 20-month outburst. The authors conclude that neutron
stars in LMXBs evolve from being Z sources to atoll sources as their accretion rate drops.

1.4.1 Timing properties

X-ray timing is crucial in understanding the physics of accretion-powered pulsars. Their time-dependent behaviour is much more complex than the mostly steady, predictable spindown of radio pulsars. In this section, we summarise only a few of the many varied phenomena observed [for detailed reviews, see (Bildsten et al. 1997; Psaltis 2004; Ghosh 2007)].

Slower pulsars with spin periods of \( \gtrsim 1\) s are typically found in HMXBs. The spin distributions of a sample of accretion-powered pulsars in HMXBs from the galaxy and the Small and Large Magellanic Clouds are shown in Figure 1.10. Slow pulsars undergo two different types of spin period evolution. The spin period of transient sources depends on their accretion rate; they spin up as the accretion rate increases. When the accretion rate drops sufficiently, the magnetospheric radius exceeds the corotation radius. Further accretion is centrifugally inhibited, causing the star to lose angular momentum and spin down. This is known as the propeller effect (Illarionov & Sunyaev 1975). Long-term data reveal that persistent, disk-fed sources undergo torque reversals between periods of spin-up and spin-down (Bildsten et al. 1997). The timescales in which the pulsars experience these transitions vary dramatically. The accreting pulsar Cen X-3 switches every 10–100 days between spinning up at an average rate of \( \sim 7 \times 10^{-12}\) Hz s\(^{-1}\), and spinning down at an average rate of \( \sim -3 \times 10^{-12}\) Hz s\(^{-1}\). Other pulsars such as GX 1+4 switch every 10–20 years.

The following discussion highlights the timing properties of rapidly rotating LMXBs, which are an essential component of this thesis. Very generally, the orbital parameters of a binary pulsar are estimated by fitting a model to the pulse times-of-arrivals (Deeter et al. 1981). Once these are accounted for, along with the spin period derivatives, any timing residuals are considered to be ‘noise’. It is these (often complex) timing residuals that contain useful information which is crucial when piecing together a complete model. AMSPs are the subset of pulsed LMXBs which rotate with millisecond periods. In chapter 2, we study timing data from AMSP XTE J1814–338 in detail. Interestingly, both the timing residuals and X-ray luminosity of this object are modulated at roughly the same period, which is a possible signature of precession. In our analysis, we attempt to replicate the data by modelling a precessing pul-
Figure 1.10: Spin distributions of a sample of accretion-powered pulsars in HMXBs from the galaxy (dot-dashed blue lines), and the Small (solid red lines) and Large (dotted green lines) Magellanic Clouds (Laycock et al. 2005).

...sar over a range of magnetic and observer inclination angles. The modelling puts interesting limits on the star’s ellipticity and hence its gravitational wave emission.

Only 20% of the known LMXB population have measured spin periods (Galloway 2008). Most neutron stars in LMXBs have weak magnetic fields ($\lesssim 10^8$ G) and do not appear to pulse, as the accreted material is not channeled onto hotspots (Cumming et al. 2001). One sub-class of LMXBs that do pulse are the AMSPs, which are transient: they are only observable during ‘outbursts’, phases of active accretion that last for several weeks and occur once every few months–years. At other times, any emission is too weak to be detected with existing instruments. During the outburst phase, pulsations are persistent, with average fractional amplitudes of $\sim 5\%$ (Galloway 2008). Another sub-class of pulsed LMXBs displays intermittent pulsations. The most famous example is HETE J1900.1−2455, which was detected in outburst in 2005 and has remained in outburst ever since, with the exception of a three-week quiescent phase in 2007 (Kaaret et al. 2006; Degenaar et al. 2007). However, pulsations were only ever detected in the first two months of the outburst (Galloway 2007). The cause of the intermittency is still unknown but has been linked to the magnetic field; models include intermittent obscuration of the magnetic poles (Göğüş et al. 2007), wandering of the hotspot around...
the magnetic poles (Romanova et al. 2004a; Lamb et al. 2009), and burial of the magnetic field (Cumming et al. 2001; Cumming 2008).

A unique characteristic of LMXBs is the presence of thermonuclear (Type I) X-ray bursts on the surface of the neutron star. These bursts are caused by unstable ignition of the accreted H/He, starting from a point on the surface and spreading to cover the entire star within 10–100 s (Strohmayer et al. 2003). They can occur as frequently as once every few hours, causing the observed X-ray luminosity to increase by an order of magnitude. Coherent oscillations are observed across the duration of the burst, and have been confirmed in a number of systems to be a direct measure of the neutron star spin period (Chakrabarty et al. 2003; Strohmayer et al. 2003).

Persistent pulsations and Type I X-ray bursts are the only two reliable methods of measuring the spin periods of LMXBs. Another phenomenon linked to the spin period is kHz quasi-periodic oscillations (QPOs) (van der Klis et al. 1996; Strohmayer et al. 1996). These oscillations appear as twin peaks in the power spectrum which vary in frequency with the X-ray intensity. Although the origin of QPOs is not fully understood, most models involve inhomogeneities in the inner accretion disk oscillating at one of the peak frequencies [see van der Klis (2004) for a detailed review of QPOs]. In some objects, the separation of the peaks has been observed to coincide with the exact neutron star spin frequency (e.g. XTE J1807−294 Linares et al. 2005), and half the spin frequency (e.g. SAX J1808.4−3658 Wijnands et al. 2003). There are, however, many exceptions to this rule as the QPO peak separations vary, and many peak separations are seemingly unrelated to the spin frequency. To name a few, SAX J1808.4−3658 has a spin frequency of 401 Hz and a QPO separation of 182±8 Hz (van Straaten et al. 2005), SAX J1750.8−2980 has a spin frequency of 601 Hz and a QPO separation of 317±9 Hz (Kaaret et al. 2002), and 4U 0614+09 has a spin frequency of 415 Hz and multiple QPO separations of 275–350 Hz (Strohmayer et al. 1996; Méndez & van der Klis 1999; Di Salvo et al. 2001; Migliari et al. 2003). A catalogue of known kHz QPO sources is presented in Table 1.2, following the list compiled by (Watts et al. 2008a). The catalogue lists only sources which show no other persistent pulsations or bursts. The authors assume that the spin frequency of the sources lies within the range of observed QPO peak separations.

The timing noise exhibited by LMXBs varies from source to source. It is difficult to monitor due to its transient nature, but can reveal systematic variations in the magnetic field structure, the location of the hotspots, or the motion of the pulsar. In AMSPs especially, the limited amount of data makes
1.4. ACCRETION-POWERED PULSARS

<table>
<thead>
<tr>
<th>Source</th>
<th>( \nu_\star ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyg X-2</td>
<td>351±34</td>
</tr>
<tr>
<td>GX 340+0</td>
<td>343±92</td>
</tr>
<tr>
<td>4U 1735−44</td>
<td>316±32</td>
</tr>
<tr>
<td>GX 5−1</td>
<td>288±69</td>
</tr>
<tr>
<td>4U 1820−30</td>
<td>285±65</td>
</tr>
<tr>
<td>Sco X-1</td>
<td>272±40</td>
</tr>
<tr>
<td>GX 17+2</td>
<td>272±50</td>
</tr>
<tr>
<td>XTE J2123−058</td>
<td>272±50</td>
</tr>
<tr>
<td>GX 349+2</td>
<td>266±13</td>
</tr>
</tbody>
</table>

Table 1.2: Catalogue of kHz QPO sources which display no other persistent pulsations or X-ray bursts. Spin frequencies, \( \nu_\star \), are assumed to lie within the range of observed QPO peak separations (Watts et al. 2008a, and references therein).

constructing a detailed coherent, dynamic model of these objects a daunting task. Examples of timing noise in AMSPs are shown in Figure 1.11, in which timing data from nine outbursts from six different pulsars are plotted, along with their light curves. We now list the results of several recent efforts to model the data from the two most studied AMSPs, SAX J1808.4−3658 and XTE J1848−338.

The ‘nearly-aligned moving spot model’ for AMSPs states that the hotspot is located near the spin axis (Lamb et al. 2009). Changes in the accretion rate and inner disk structure push the hotspot around, causing variations in the shapes of the pulse profiles and times-of-arrival. This model also proposes that the transient nature of AMSPs is explained by assuming that the magnetic poles are nearly aligned with the spin axis. During periods of persistent accretion, the material accretes onto hotspots close to the spin axis, making pulsations difficult to detect. As the mass transfer becomes transient, small changes in the accretion flow can suddenly cause the hotspots to move away from the spin axis, allowing pulses to be observed. Numerical simulations show that complicated modes of accretion can alter the shape and position of hotspots (Romanova et al. 2004a; Kulkarni & Romanova 2005; Long et al. 2008). Patruno et al. (2009) pointed out that if indeed the motion of the hotspot accounts for the observed timing residuals in these objects, this may introduce a bias in the measured spin frequencies, implying that several AMSPs have lower spin frequency derivatives than previously estimated.

Long-term timing of the AMSP SAX J1808.4-3658 (Hartman et al. 2009a) uncovered an unusually large rate of increase in its orbital period over the last
ten years, $(3.80 \pm 0.06) \times 10^{-12} \text{s} \text{s}^{-1}$. The increase suggests that the pulsar’s companion is degenerate or fully convective, however it is not clear why the increase is so large, an effect which cannot be explained by accretion alone (di Salvo et al. 2008; Burderi et al. 2009). A possible scenario is that SAX J1808.4–3658 periodically turns into a black widow pulsar which ejects matter from the binary system via a particle wind during quiescent periods (di Salvo et al. 2008). The binary system spins up to conserve angular momentum. An alternative is that short-term interchange of angular momentum occurs between the pulsar and its companion due to tidal dissipation or uneven heating in the companion (Hartman et al. 2009a). Timing and spectral analysis of individual outbursts from this object also reveal short-term variations, which have been explained by screening of the antipodal hotspot by a receding accretion disk (Ibragimov & Poutanen 2009; Poutanen et al. 2009), and transitions between accretion phases (Hartman et al. 2009b).

As mentioned earlier, XTE J1814–338 displays modulations throughout its one observed outburst (see top left panel in Figure 1.11). Additionally, the Type-I X-ray burst oscillations observed from this source are phase-coherent with the persistent pulsations (Watts et al. 2008b). Several models exist to explain the modulations, including the wandering of the hotspot in response to a varying accretion rate (Papitto et al. 2007), and the pulsar undergoing free precession (Chung et al. 2008, see Chapter 2).
Figure 1.11: Timing data from 9 AMSP outbursts, from six AMSPs. The names of the pulsars are shown in the top right corner of each panel. The timing variation in each pulsar is quantified by the pulse phase residuals (bullets, in units of phase cycles), while the 2.5–16 keV light curves (in arbitrary units) are denoted by crosses (from Patruno et al. 2009).
1.4.2 Magnetic field strength

Unlike RPPs, in which the magnetic field strength can be determined from equation (1.2), the field strength of APPs must be inferred indirectly. In some HMXBs, the surface magnetic field can be measured by identifying the cyclotron resonance absorption line in the hard X-ray spectrum. The energy at which electron-cyclotron resonance occurs is

\[ E_r = \frac{\hbar e B}{m_e} = 11.6 (B/10^{12} \text{ G}) \text{ keV}, \]

where \( \hbar \) is Planck’s constant, \( e \) is the electron charge, \( B \) is the surface field strength, and \( m_e \) is the electron mass (Truemper et al. 1978; Makishima 2003). Using this method, the inferred field strength for HMXBs lies in the range \((1-4) \times 10^{12} \text{ G}\).

Alternatively, assuming that the magnetospheric corotation speed in HMXBs equals the Keplerian velocity of the accretion disk, one can relate the magnetic dipole moment \( \mu \) of the neutron star to its X-ray luminosity \( L \), and spin period \( P \) to obtain (Ghosh & Lamb 1979)

\[ \mu = 4.3 \times 10^{29} P^{7/6} (L/10^{37} \text{ erg s}^{-1})^{1/2} \text{ G cm}^3. \quad (1.3) \]

A comparison of the two methods shows poor agreement (Makishima et al. 1999), implying that either the neutron stars are prevented from reaching equilibrium by some process, or that they are spun up more slowly by wind accretion, or that the surface field is tangled, containing higher-order multipoles which do not contribute to \( \mu \).

In transient LMXBs, measuring the magnetic field involves two steps, making use of observations in both quiescent and outburst phases. The X-ray luminosity during quiescence is due to either 1) low levels of residual accretion (e.g. Stella et al. 1994), 2) rotation power (e.g. Possenti et al. 2002), or 3) the release of built up thermal energy in the crust from the active accretion phase (e.g. Rutledge et al. 2001; Yakovlev & Pethick 2004). If the quiescent luminosity \([\approx (10^{32}-10^{33}) \text{ erg s}^{-1}]\) is due primarily to the first two processes, an upper limit on the field strength can be placed (Burderi et al. 2002). If, however, the third process dominates, the magnetic field cannot be constrained. During the outburst phase, in order to produce coherent oscillations, the magnetospheric radius must be larger than the stellar radius, so that the accreted material can be channelled onto the surface (Psaltis & Chakrabarty 1999). Hence, the outburst X-ray luminosity \([\approx (10^{36}-10^{38}) \text{ erg s}^{-1}]\) provides a lower limit on the field strength. Constraints on the magnetic field of the AMSP SAX J1808.4–3685 were placed using this two-step method, yielding an estimate
of \((1–5) \times 10^8 \text{G}\) (Di Salvo & Burderi 2003). This constraint was tightened to 
\((0.4–1.5) \times 10^8 \text{G}\) using a larger data set (Hartman et al. 2008).

Much information can also be gleaned from the long-term evolution of AMSP X-ray pulse profiles, as variations in the shapes and intensity are directly correlated to changes in the emitting hotspot(s). Poutanen et al. (2009) proposed a model in which the accreted material is channelled by the field lines onto two antipodal hotspots, assuming a pure dipole. The shapes and sizes of these spots, which can be extracted from the pulse profiles, depend intricately on the magnetic inclination, accretion rate, and magnetic moment. For example, a nearly-aligned magnetic dipole with a large inner-disk radius produces a circular hotspot, whereas a disk closer to the star produces a ring-like hotspot. If the dipole axis is tilted away from the spin axis, the hotspot becomes crescent-shaped.

A detailed spectral analysis of SAX J1808.4–3685 during its 2002 outburst was conducted using this model, providing a clear picture of what happens over the course of an outburst in this source (Ibragimov & Poutanen 2009). The authors concluded that one of the hotspots is located at a colatitude of \(\sim 4^\circ–10^\circ\), while the antipodal hotspot is initially obscured by the inner accretion disk. As the outburst progresses, the hotspot shrinks and the disk recedes, allowing the antipodal hotspot to be visible. The estimated magnetic field strength is 
\((0.8 \pm 0.5) \times 10^8 \text{G}\), in agreement with previous findings. In the precession model for XTE J1814–338 presented in Chapter 2, we assume simple, circular, antipodal hotspots for a range of magnetic inclination angles. Poutanen et al. (2009) noted that although their model works well when applied to the outbursts of SAX J1808.4–3685, it does not explain the correlation between the modulations in timing residuals and X-ray flux seen in XTE J1814–338.

### 1.5 Gravitational radiation

A major prediction of the general theory of relativity is the existence of gravitational waves, perturbations in space-time which propagate at the speed of light. In the weak-field limit, the space-time metric can be written as
\[
g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu},
\]
where \(\eta_{\mu\nu}\) is the Minkowski metric, and \(|h_{\mu\nu}| \ll 1\) represents the deviation from flat space-time. At Earth, the waves are approximately planar, and travel in two polarization states (+ and \(\times\)). The amplitudes of the polarizations are denoted by the wave strains, \(h_+\) and \(h_\times\). Typically, the perturbation is expressed in the transverse-traceless gauge as
\[
h_{\mu\nu} = h_+ e^{\mu\nu}_+ + h_\times e^{\mu\nu}_\times,
\]
where
Figure 1.12: Effects of the two gravitational wave polarizations on a ring of test particles. Top panel: + polarization, bottom panel: × polarization. From left to right, the gravitational wave phases are 0, $\pi/2$, $\pi$, $3\pi/2$, $2\pi$, $5\pi/2$, $3\pi$ (from Camenzind 2006).

$e_{xx}^+ = -e_{yy}^+ = 1$ and $e_{xy}^x = e_{yx}^x = 1$ for a wave travelling in the $z$ direction. Figure 1.12 illustrates the difference between the two polarizations by showing snapshots of their effects on a ring of test particles orthogonal to the wave vector. As the wave passes through the ring, it oscillates between a circular and elliptical shape every quarter-period. The perturbations due to the + polarization are rotated by 45° with respect to those of the × polarization.

As gravitational waves are extremely weak, the only sources massive enough to produce a signal that is detectable with current technology are astrophysical phenomena. At the very lowest ($10^{-16}$ Hz) and highest ($10^8$ Hz) ends of the frequency spectrum, gravitational waves originate from the very early universe. Relic gravitational waves from the Big Bang, with frequencies $\lesssim 10^{-16}$ Hz, redshift the frequencies of the photons of the cosmic microwave background (CMB), causing observed temperature fluctuations (Kamionkowski & Kosowsky 1998; Maggiore 2000). On the other hand, the spectrum of gravitational waves produced at very early times ($\lesssim 10^{-27}$ s after the Big Bang) is expected to be redshifted so that it peaks in the GHz band (Maggiore 2000).

Between $10^{-11}$ and $10^{-5}$ Hz, potential sources include cosmic string cusps (Damour & Vilenkin 2001), and the formation and mergers of supermassive black holes (SMBHs) (Thorne & Braginskii 1976). Additionally, the formation
of intermediate-mass black holes in dense star clusters is expected to produce signals in the range $10^{-8}$ Hz–$10^{-5}$ Hz (Portegies Zwart 2007), and inspiralling compact binaries are thought to produce signals between $10^{-6}$ and $10^{-5}$ Hz (Schneider et al. 2001). In the $10^{-4}$–$10^{-2}$ Hz band, the dominant source of gravitational radiation is thought to be the decaying orbits of highly eccentric SMBH binaries (Enoki & Nagashima 2007). Gravitational radiation from coalescing black holes and neutron stars, rapidly rotating neutron stars, and core-collapse events are produced in the Hz–kHz band. As we detail in Section 1.5.1, most current ground-based detectors operate in this band. The space-based LISA, which will search for low frequency ($10^{-4}$–$10^{-1}$ Hz) signals, is scheduled to launch in 2015.

### 1.5.1 Detectors

Since the first gravitational wave detector was built by Weber (1960), detector technology has progressed immensely. There are three types of detectors currently in use: resonant-bar, spherical resonant-mass, and interferometric. In the former type, as a gravitational wave passes through a cylindrical bar, it resonates longitudinally, and the ends of the bar are displaced by an amount $\propto hl$, where $h$ is the gravitational wave strain, and $l$ is the length of the bar. The sensitivity of new-generation bar detectors is boosted by the use of cryogenic antennae to reduce thermal noise in the bars (Fafone 2004). The three major bar detectors in operation are AURIGA (Italy), EXPLORER (Switzerland), and NAUTILUS (Italy). AURIGA’s sensitivity at its resonant frequencies ($\sim 911$ and $\sim 929$ Hz) is $\sim 2 \times 10^{-22}$ Hz$^{-1/2}$. EXPLORER has a resonant frequency of 921 Hz, at which it has a sensitivity of $3 \times 10^{-21}$ Hz$^{-1/2}$. As of 2002, NAUTILUS is tuned to 935 Hz, with a sensitivity of $2 \times 10^{-21}$ Hz$^{-1/2}$. A search targeting the Galactic Centre, involving all three detectors and the Virgo interferometer, was undertaken recently (Acernese et al. 2008). The search was performed using nine frequency templates between 866–946 Hz, yielding upper limits on the wave strain of $1 \times 10^{-20}$–$2 \times 10^{-18}$ across all nine templates.

One drawback of resonant-bar detectors is that their sensitivity depends on the source location and the orientation of the bar. Spherical resonant-mass antennas avoid this problem as they have omnidirectional antenna patterns (Harry et al. 1996). Two detectors of this kind are in development: Mini-
GRAIL\textsuperscript{9} (Holland) and Mario Schenberg (Brazil). These detectors operate at higher frequencies; MiniGRAIL has a sensitivity of $1.5 \times 10^{-20}\text{Hz}^{-1/2}$ at its resonance frequency of 2943 Hz (Gottardi et al. 2007). It has recently finished its first commissioning run and has an expected sensitivity of $2 \times 10^{-21}\text{Hz}^{-1/2}$ at 3200 Hz (Lenzi et al. 2008; Costa et al. 2008).

The most sensitive instruments are the interferometers. There are several major ongoing collaborations worldwide involving the LIGO\textsuperscript{10} (USA), Virgo\textsuperscript{11} (Italy), GEO 600\textsuperscript{12} (Germany), and TAMA 300\textsuperscript{13} (Japan) detectors. These are ground-based interferometers which operate in the kHz regime.

The cross-correlation search for continuous gravitational waves described in Chapters 3 and 4 of this thesis is undertaken as part of the LIGO Scientific Collaboration (LSC). It analyses LIGO data. We therefore direct subsequent discussion toward the operational details of the LIGO detector. LIGO comprises a network of three Michelson interferometers: two with 4 km baselines (H1 in Hanford, Washington, and L1 in Livingston, Louisiana), and one 2 km baseline (H2, in Hanford, Washington). As of 2009, however, H2 is no longer being used. The detector operates in the 0.04–7 kHz frequency band and is able to detect changes in the interferometer arm lengths as small as $\sim 10^{-20}\text{m}$.

The two major sources of noise in the detector are displacement noise and sensing noise (Abbott et al. 2007c). Displacement noise causes motion of the test masses or mirrors and dominates at low frequencies ($\lesssim 100\text{Hz}$). The largest contribution to this noise is seismic (e.g. wind, ocean waves, and earthquakes), although thermal noise from the excitation of the test mass pendula, and thermal acoustic waves perturbing the mirror surfaces, also play a part. To a lesser degree, contributions arise from actuator noise in the electronics, and noise in the Michelson and power recycling cavity servo loops. Sensing noise dominates at higher frequencies ($\gtrsim 100\text{Hz}$) and affects the detection of the mirror motion. In LIGO, the sensing noise is primarily photon shot noise. In principle, photon shot noise can be reduced by increasing the laser power at the expense of increasing the thermal noise.

In 2005, during its fifth science run (S5), LIGO achieved its design sensitivity of $2.5 \times 10^{-23}\text{Hz}^{-1/2}$ at 150 Hz. Figure 1.13 tracks the improvements that have been made to the LIGO sensitivity curve since its first science run in 2002. The black line, which partially overlaps the S5 curve, shows the design

\textsuperscript{9}http://www.minigrail.nl  
\textsuperscript{10}http://www.ligo.caltech.edu  
\textsuperscript{11}http://www.virgo.infn.it  
\textsuperscript{12}http://www.geo600.uni-hannover.de  
\textsuperscript{13}http://tamago.mtk.nao.ac.jp
Figure 1.13: Improvements to the LIGO sensitivity curve from its first science run (S1, 2002, top curve) to its fifth (S5, 2006, bottom curve). The black line indicates the design sensitivity, which was reached during S5 (from http://www.ligo.caltech.edu/advLIGO/scripts/summary.shtml).

sensitivity. At the time of writing, the sixth science run (S6) is under way using enhanced LIGO, with a two-fold increase in sensitivity achieved already at frequencies $\gtrsim 200$ Hz. Further improvements will be made with Advanced LIGO, scheduled to start running in 2016, which will increase broad-band sensitivity by a factor of 10. It will also offer narrow-band tuning, achieving greater sensitivity within a given $\sim 1$ Hz band while reducing it elsewhere (Abbott et al. 2007a). This feature will be helpful when searching for pulsars with known spin frequencies, for example. Figure 1.14 illustrates the expected noise floor for various Advanced LIGO narrow-band tunings, as well as the various noise contributions from e.g. gas fluctuations, suspension, and optical coating thermal noise. Narrow-band tunings for a stochastic background, binary black hole (BH-BH) and binary neutron star (NS-NS) inspirals, and pulsars at 650, 800, and 1000 Hz are shown.

A method of gravitational-wave detection which does not involve a purpose-built detector is via pulsar timing arrays. By monitoring the long-term timing residuals of an array of ultra-stable millisecond radio pulsars, observers can identify a passing gravitational wave if the residuals are correlated. Pulsar timing arrays are sensitive to very low frequencies ($\lesssim 10^{-8}$ Hz) and require precise timing measurements at the nanosecond level. The two major ventures
Figure 1.14: Expected noise floor for various Advanced LIGO narrow-band tunings. Noise curves are shown for tunings optimised for a stochastic background, a $50 \, M_{\odot}$ BH-BH inspiral (teal), a $1.4 \, M_{\odot}$ NS-NS inspiral (pink), bursts (dark green) and pulsars at 650, 800, and 1000 Hz (dark blue). The contributions from gravitational gradients and gas fluctuations, suspension and substrate noise, and optical coating thermal noise are shown as maroon, red, dashed-green, and blue curves respectively. The dashed cyan curve shows the contribution from quantum noise for the NS-NS curve (from Abbott et al. 2007a).
in this field are the Parkes Pulsar Timing Array (Hobbs et al. 2009) and the European Pulsar Timing Array (Janssen et al. 2008).

1.5.2 Classification of high-frequency gravitational wave signals

There are four main classes of gravitational wave sources which are the focus of the different working groups within the LSC. Compact binary mergers and gravitational wave bursts are transient signals, whereas the stochastic background and continuous wave signals from neutron stars are persistent. We discuss the first three classes briefly, and dedicate Section 1.5.3 to continuous wave signals, as they are the subject of Chapters 3 and 4 of this thesis.

Compact binary coalescence (CBC)

Compact objects such as black holes or neutron stars in binary systems emit characteristic gravitational wave signals as they pass through three phases: inspiral, merge, and ringdown (Thorne 1987). In the inspiral phase, the binary orbit shrinks as the gravitational wave signal sweeps upward in frequency and amplitude. The signal can be accurately described by post-Newtonian waveforms for systems with a total mass of up to \( \approx 20-30 \, M_\odot \) (Blanchet 2006). The dynamics of the merger phase, i.e. the transition between the inspiral and an “unstable plunge” is described analytically by the effective one-body approximation (EOB) (Buonanno & Damour 1999). The EOB models the two-body problem as the motion of a test particle in an external metric. The ringdown phase occurs after a merger in systems where the total mass exceeds \( 2 \, M_\odot \). A perturbed black hole is left behind which emits gravitational waves as it settles down into an equilibrium state (Berti et al. 2006). The inspiral, merger and ringdown phases were successfully modelled numerically by Pretorius (2005, 2007), using a spatial harmonic gauge to guarantee numerical stability, providing a test bed for different waveform models as well as various search templates.

An important class of CBC sources is the extreme mass-ratio inspirals (EMRIs), the inspiral of a compact object into a more massive black hole (Ryan 1997; Barack & Cutler 2007). The characteristic frequency of gravitational waves emitted by EMRIs depends on the central black hole mass \( M_c \): for signals to be produced within the LIGO band, \( M_c \) must be \( \lesssim 100 \, M_\odot \). For supermassive black holes at the centres of galaxies, with \( 10^5 \, M_\odot \lesssim M_c \lesssim 10^7 \, M_\odot \),
the signals produced have a much smaller frequency, making them ideal candidates for LISA. Observations of EMRIs will enable precise tests of general relativity and astrophysical models of black holes.

Bursts

Gravitational wave bursts are perhaps the most elusive signals, as they occur unexpectedly, last for a short time, and are usually poorly modelled. Yet a wide range of sources exists, and burst signals are generically stronger than many other types. For example, the core collapse of massive stars is a promising burst source, with an expected rate of $\sim 2$ per century in the galaxy (Diehl et al. 2006). The waveforms resulting from core collapse have been predicted to last up to several hundred milliseconds, with frequencies between 50 Hz and several kHz (Zwerger & Mueller 1997; Dimmelmeier et al. 2001, 2002; Ott et al. 2004). The gravitational wave emission mechanisms which occur during core-collapse are neutrino emission, magnetohydrodynamic (MHD) instabilities, and acoustic turbulence in proto-neutron stars. Each of these mechanisms have their own “mutually exclusive” signature. Neutrino emission and MHD instabilities emit strongly for rapidly rotating cores, whereas the acoustic mechanism requires slow or no rotation to emit waves which are strong enough to be detected by advanced LIGO (Ott 2009).

Bursts are also expected from perturbed or accreting black holes (Kokkotas & Schmidt 1999), Lorentz-boosted cosmic string cusps (Damour & Vilenkin 2005), pulsar glitches (Peralta et al. 2006; Warszawski et al. 2009) and eccentric black hole binaries (Capozziello & de Laurentis 2008; Kocsis et al. 2006). Compact binary mergers which do not conform to the known waveform models used by the CBC Group in the LSC are also considered potential sources. For events such as core collapse and neutron star-neutron star or neutron star-black hole mergers, which are thought to produce gamma-ray and neutrino bursts, there are exciting opportunities for gravitational wave, electromagnetic, and neutrino detections to be made simultaneously.

Soft gamma-ray repeaters (SGRs) occasionally emit short, intense gamma-ray bursts with luminosities up to $10^{42}$ erg s$^{-1}$. These bursts are thought to be caused by crustal cracking, and lead to gravitational wave emission (de Freitas Pacheco 1998; Owen 2005). A LIGO search associated with $\sim 200$ SGR triggers placed upper limits on the model-dependent gravitational wave emission energies of between $3 \times 10^{45}$–$9 \times 10^{52}$ erg (Abbott et al. 2008c). A new search method has recently been proposed, which involves “stacking”
potential signals from multiple SGR bursts. The search uses a generalised X-ray light curve to model the bursts, and one of several available gravitational wave emission models, which place different weightings on individual bursts. The search may improve on the energy upper limits by almost two orders of magnitude (Kalmus et al. 2009). Another important upper limit derived from SGR searches is the quantity $E_{GW}/E_{EM}$, the ratio of gravitational wave to electromagnetic emission energies. Current upper limits lie in the range $5 \times 10^1$–$6 \times 10^6$, a factor of 3 higher than what will be achieved by the flare-stacking method (Abbott et al. 2008c; Kalmus et al. 2009).

**Stochastic background**

A background of stochastic gravitational waves, analogous to the Cosmic Microwave Background, is the superposition of many incoherent cosmological and astrophysical sources. This type of signal is persistent. The cosmological component can be produced by e.g. pre-big-bang models (Gasperini & Veneziano 1993; Buonanno et al. 1997; Gasperini & Veneziano 2003), the amplification of quantum vacuum fluctuations during inflation (Grishchuk 1974; Starobinskii 1979; Grishchuk 1997), cosmological phase transitions (Kosowsky et al. 1992; Aprea et al. 2002) and cosmic strings (Caldwell & Allen 1992; Damour & Vilenkin 2005). There is also a contribution from unresolved burst and continuous wave sources such as coalescing binary neutron stars (Regimbau & de Freitas Pacheco 2006b), early-phase inspirals of neutron star, black hole, and white dwarf binaries (Schneider et al. 2001), rotating neutron stars (Regimbau & de Freitas Pacheco 2001, 2006a), supernovae (Coward et al. 2002) and LMXBs (Cooray 2004).

The expected strength of an isotropic stochastic background signal is parameterised by $\Omega_{gw}(\nu)$, the gravitational wave energy density in units of the closure density, where $\nu$ is the frequency of the gravitational wave signal. It is proportional to $H_0^2$, the Hubble constant squared (Abbott et al. 2007b). There are several models describing how $\Omega_{gw}$ scales with frequency: inflationary models predict a constant $\Omega_{gw}(\nu)$, while some cosmological models predict a broken power-law spectrum (Maggiore 2000). A cross-correlation search using the S4 data from LIGO and ALLEGRO placed an upper limit on an isotropic background wave strain of $1.5 \times 10^{-23}$ Hz$^{-1/2}$ at 915 Hz (Abbott et al. 2007b). More recently, a cross-correlation search of S5 data resulted in an upper limit of $\Omega_{gw}(100$ Hz $)< 6.9 \times 10^{-6}$, lower than previous limits obtained from big bang nucleosynthesis and the cosmic microwave background (Abbott et al. 2009b).
If the background is dominated by an ensemble of galactic astrophysical sources, the signal can become anisotropic. In this case, the signal strength is characterised by the assumed signal strain power spectrum, $H(\nu)$. A separate all-sky search was conducted on S4 LIGO data, again using the cross-correlation method, and a sky map of $H(\nu)$ upper limits was produced assuming two different power laws for $H(\nu)$. For a $\nu^{-3}$ power law (corresponding to a scale-invariant primordial perturbation spectrum), the upper limit ranges from $1.2 \times 10^{-48}(100 \text{ Hz}/\nu)^3 \text{ Hz}^{-1} - 1.2 \times 10^{-47}(100 \text{ Hz}/f)^3 \text{ Hz}^{-1}$, depending on sky position. For a signal power spectrum which is constant in frequency, the upper limit ranges from $8.5 \times 10^{-49} \text{ Hz}^{-1} - 0.6 \times 10^{-48} \text{ Hz}^{-1}$ (Abbott et al. 2007e). As an example comparison, the theoretical strain power spectrum resulting from all known LMXBs in the Virgo galaxy cluster is $H(\nu) \approx 10^{-55} \text{ Hz}^{-1}$.

### 1.5.3 Continuous wave signals

Continuous wave signals are persistent signals. The most promising sources are rapidly rotating neutron stars. If a neutron star’s figure is elastically deformed in some way, i.e. the star has a non-zero mass quadrupole moment, it will emit periodic gravitational waves at once and twice the spin frequency if it precesses, and at $\sim 4/3$ times the spin frequency if it experiences $r$-mode instabilities (Bildsten 1998; Abbott et al. 2007d; Watts et al. 2008a). Deformations can be caused by magnetic mountains (Payne & Melatos 2004; Melatos & Payne 2005; Payne & Melatos 2006; Vigelius & Melatos 2008), thermocompositional mountains caused by uneven electron capture layers in the crust (Ushomirsky et al. 2000), internal magnetic fields (Cutler 2002; Haskell et al. 2008), and nonaxisymmetric, post-glitch fluid flow inside the star (van Eysden & Melatos 2008). All these mechanisms can drive free precession (Jones & Andersson 2002) of the neutron star (see Chapter 2).

A particularly compelling argument in support of accreting neutron stars as gravitational wave sources comes from the spin distribution of the known population. Although neutron stars have a theoretical breakup frequency of $\sim 1.5 \text{ kHz}$ for most nuclear equations of state (Cook et al. 1994; Bildsten 1998), the fastest known accreting millisecond pulsar, IGR J00291+5934 (Eckert et al. 2004), spins at only 599 Hz. The fastest radio millisecond pulsar, PSR

---

$^{14}$The maximum $m = 2$ quadrupole moment of a neutron star, $Q_{22}$, is related to its ellipticity $\epsilon$ via $\epsilon = (8\pi/15)^{1/2} Q_{22}/I_{zz}$, where $I_{ab}$ is the moment of inertia tensor, and $z$ is the rotation axis (Owen 2005).
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J1748−2446ad (Hessels et al. 2006), and the fastest nonpulsating LMXB, 4U 1608−52 (Hartman et al. 2003), spin at frequencies of 716 Hz and 619 Hz respectively. A popular model explaining this discrepancy states that the accretion torque which acts to spin up the neutron star is balanced by energy loss through gravitational radiation (Wagoner 1984). The neutron star thus reaches an equilibrium state at a spin frequency which is much lower than the estimated breakup frequency. An indirect limit on the gravitational wave strain $h_0$ can be expressed in terms of the observable X-ray flux, $F_X$, and $\nu_*$, as (Watts et al. 2008a)

$$h_0 \approx 3 \times 10^{-27} \frac{R_\star^{3/4}}{M_\star^{1/4}} \left( \frac{F_X}{10^{-8} \text{erg cm}^{-2} \text{s}^{-1}} \right)^{1/2} \left( \frac{1 \text{kHz}}{\nu_*} \right)^{1/2}$$

where $R_\star$ and $M_\star$ are the typical neutron star radius and mass values (in units of 10 km and 1.4 $M_\odot$ respectively). If the star is a rigid body, the characteristic gravitational wave strain is given by (Jaranowski et al. 1998)

$$h_0 = 4\pi^2 G I \epsilon \nu_*^2$$

where $I$ is the star’s moment of inertia, $d$ is its distance, and $\epsilon$ is its ellipticity.

Young neutron stars

The work in this thesis focuses on modelling and searching for gravitational waves from young ($\lesssim 10^3$ yr), rapidly decelerating neutron stars. In particular, we target the supernova remnant SN 1987A. No confirmed pulsations have been observed from the source, however there is compelling evidence that a 23-year old neutron star resides in SN 1987A (see Chapter 3 for a detailed discussion). The violent core-collapse process which forms neutron stars is thought to leave them largely deformed, making them strong gravitational wave emitters. Many nearby astrophysical targets, such as supernova remnants, star forming regions, and globular clusters, are therefore likely candidates for a targeted search, even if they are not yet associated with any known pulsar.

Due to their high spin-down rates, however, young, nonpulsing neutron stars prove to be computationally challenging targets. Usually, two or more frequency derivatives are required to accurately track their phase across a period of several months. The only LIGO search of this kind which has been performed so far has been directed at the neutron star in the supernova remnant Cas A (Wette et al. 2008), which is 3.4 kpc away and is 327 years old (Fesen
et al. 2006). This search is in its final stages of analysis, and upper limits are expected soon. Using the astrophysical phase model introduced in Chapter 3, however, we bypass the need to search over multiple frequency derivatives, making searches for these types of objects more computationally feasible. Other potential targets in supernova remnants include Vela Jr., which has a distance of 480 pc and is thought to be 680 years old (Iyudin et al. 2007), and RX J1713.7−3946 which is 1.3 kpc away and is 1.6 kyr old (although these ages and distances are unconfirmed) (Cassam-Chenaï et al. 2004).

A dense star forming region lies at the Galactic Centre 8 kpc away, which may harbor up to 50 young star clusters (Portegies Zwart et al. 2001). Keane & Kramer (2008) estimated a galactic neutron star birth rate of between 5.7–10.8 neutron stars per century, obtained by population synthesis of radio and X-ray pulsars. However, the estimated core-collapse supernova rate in the galaxy is only 1.9 ± 1.1 per century (Diehl et al. 2006). This discrepancy results from either an overestimation of the birth rates of the pulsars, some neutron stars being ‘double counted’ as they morph from one class to another, or the existence of some unknown neutron star formation process (Keane & Kramer 2008). Assuming, however, that the estimate of the galactic neutron star birth rate is accurate (ignoring the possibility that some neutron stars may be double-counted), and that the nuclear stellar disk contains 10^{-2} of the total galactic mass (Launhardt et al. 2002), a back-of-the-envelope calculation yields a neutron star birth rate in the galactic centre of 0.6–2 per 1000 years. The young galactic star cluster Westerlund 1 also contains the magnetar CXO J164710.2−455216 (Muno et al. 2006). Although the exact age of the magnetar is unknown, Westerlund 1 is thought to be only ∼3–5 Myr old (Belczynski & Taam 2008). Newly born magnetars are expected to have internal magnetic fields as large as ≳ 10^{16} G, making them excellent candidates for gravitational searches (Stella et al. 2005).

Globular clusters are also excellent places to search for young neutron stars. For example, 47 Tuc, which is 4.9 kpc away and has a radius of 0.56 kpc, contains 22 known millisecond pulsars (Camilo et al. 2000; Lorimer et al. 2003). Ivanova et al. (2008) extrapolated this population, estimating that ∼ 300 neutron stars exist in the cluster. Other nearby globular clusters include NGC 6397 (2 kpc away), NGC 6121 (2.2 kpc away), NGC 6656 (3.2 kpc away), and NGC 6752 (4.0 kpc away) (Harris 1996).
We now briefly summarise the mechanics behind the two main sources of deformation (mountains, and r-mode oscillations), and summarise the estimated gravitational wave strains for known LMXBs resulting from each process.

**Mountains**

Figure 1.15 shows the maximum expected gravitational wave strains for known LMXBs assuming the presence of mountains (of whatever provenance) and a coherent 2-yr observation. The blue squares show the 10 known AMSPs. The filled triangles denote LMXBs exhibiting Type-I X-ray bursts whose frequency is confirmed from multiple burst oscillations, and the open triangles denote those whose reported frequency is tentative because only one burst has been detected. The red triangles denote LMXBs in which twin kHz QPOs have been detected. The spin frequencies for these sources is assumed to be half the peak separation (see Section 1.4.1 for a discussion of the uncertainties related to inferring the spin frequency from QPO peak separations). The signal amplitudes are calculated using the long-term averaged flux measurements for each source; we note that individual outburst flux levels are higher and lead to larger estimated signal amplitudes. Detector sensitivities are shown for initial LIGO (I-LIGO), enhanced LIGO (E-LIGO), Advanced LIGO (A-LIGO) and the Einstein Telescope (ET) (Watts et al. 2008a).

Figure 1.15 presents the most optimistic scenario; it assumes a coherent search over a 2 year observation, and the use of a single search template built from all the ‘correct’ signal parameters, i.e. sufficient to accurately track the gravitational wave phase over the entire observation time. Realistically, however, the complex timing behaviour discussed in Section 1.4.1 indicates that the gravitational wave phase wanders significantly over a time-scale of $\sim$ months. One therefore needs to search over multiple templates; the exact number varies from source to source. Figure 1.16 shows the expected wave strains for the same mountain scenario as Figure 1.15, but for a multi-template search. The signal amplitudes are scaled by a source-dependent factor, $11.4/F^{15}$. This figure is illustrative only: technically the noise curves should be multiplied by $F$ while the signal amplitudes remain unchanged, however this would result in a different noise curve for each individual source. Even so, the effect of increasing the

\[^{15}\text{The statistical factor } F \text{ is } 11.4 \text{ for a coherent search with a false alarm rate of } 1\%, \text{ and a false dismissal rate of } 10\%, \text{ for a single search template (see Section 1.6.1). } F \text{ increases proportional to the fourth root of the number of templates.}\]
number of templates is clear, as only one source (Sco X-1) is now detectable by broad-band Advanced LIGO.

- **Thermocompositional mountains**

  Material accreted onto the surface of a neutron star is ‘burned’ to heavy elements within days. As these heavy ashes are compressed into the surface, they replace the primordial neutron-star crust, and become neutron-rich by subsequent electron capture. A transition layer separates this region from regions where electron capture occurs slowly or not at all. The depth of this layer is temperature-dependent, so a lateral temperature gradient in the accreted crust can lead to lateral density variations. A 5% gradient at the base of the crust produces a mass quadrupole moment of $\sim 10^{38} \text{ g cm}^2$ (Bildsten 1998). When the elastic response of the crust is taken into account, however, the quadrupole moment is reduced by a factor of 20–50, as the denser material tends to sink, rather than spread sideways (Ushomirsky et al. 2000).

- **Internal magnetic fields**

  Large internal magnetic fields can significantly distort a neutron star (Bonazzola & Gourgoulhon 1996). If the magnetic and spin axes are misaligned, a time-dependent quadrupole moment is generated. The degree of distortion is highly dependent on the distribution of the magnetic field. For a toroidal field $B_t \gtrsim 3.4 \times 10^{12} \text{ G } (\nu/300 \text{ Hz})^2$, the neutron star is distorted into a prolate shape with $\epsilon \sim 10^{-6} (\langle B_t \rangle / 10^{15} \text{ G})$ (Cutler 2002). As the star rotates, such a large internal field also causes the tilt angle, $\theta$, to increase until the magnetic and angular momentum axes are orthogonal. Recently, Haskell et al. (2008) developed a formalism to compute the deformation of an ideal fluid star with an arbitrary magnetic field distribution and a barotropic equation of state.

- **Magnetic mountains**

  In the magnetic mountain scenario, the accreted matter spreads equatorwards as the hydrostatic pressure at the base of the polar accretion column overcomes the magnetic tension. As the field lines are frozen into the mountain, the field becomes distorted as the matter spreads (Melatos & Phinney 2001), reducing the magnetic dipole moment by up to four orders of magnitude (Bisnovatyi-Kogan & Komberg 1974; Romani 1990; Payne & Melatos 2007). Payne & Melatos (2004, 2006) investigated
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Figure 1.15: Maximum expected gravitational wave strain for known LMXBs assuming spin frequency stalling due to gravitational waves (Bildsten 1998) and equation (1.5) for a coherent, single-template search over a 2 year observation. The blue squares show the 10 known AMSPs. The filled triangles denote LMXBs exhibiting Type-I X-ray bursts whose frequency is confirmed, and the open triangles denote those whose frequency is unconfirmed. The red triangles denote LMXBs in which kHz QPOs have been detected. Detector sensitivities for initial LIGO (I-LIGO), enhanced LIGO (E-LIGO), Advanced LIGO (A-LIGO) and the Einstein Telescope (ET) are plotted as solid and broken curves (from Watts et al. 2008a).

this process numerically for the axisymmetric case, finding that magnetic mountains are magnetohydrodynamically stable. The formation of magnetic mountains can result in $\epsilon \sim 10^{-4}$ (Vigelius & Melatos 2008; Wette et al. 2010). The surface upon which the mountain forms can also affect the ellipticity; if it grows on a hard surface, $\epsilon$ can approach $\sim 2 \times 10^{-4}$, however if it grows on a fluid base, it ‘sinks’, reducing $\epsilon$ by 25–60% (Wette et al. 2010). The inclusion of Ohmic diffusion in the model, which causes the mountain to relax resistively, reduces $\epsilon$ over a time-scale of $\sim 7.6 \times 10^7$ yr (Vigelius & Melatos 2009a). Conversely, upper limits on $\epsilon$ can also be used to constrain the electrical resistivity of millisecond radio pulsars; Vigelius & Melatos (2010) place lower limits on the electric resistivity of $\gtrsim 10^{-27}$ s$^{-1}$.
Figure 1.16: Expected gravitational wave strain for known LMXBs, for a coherent, multi-template search over a 2 year observation. The noise curves are identical to Figure 1.15, but the signal amplitudes have been scaled down (see text for explanation). Symbols and lines are as for Figure 1.15 (from Watts et al. 2008a).
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\textit{r-mode instability}

All rotating stars are unstable to gravitational radiation emission via the Chandrasekhar-Friedmann-Schutz instability (Chandrasekhar 1970; Friedman & Schutz 1978; Papaloizou & Pringle 1978). This instability saturates by non-linear transfer of energy to damped modes (Arras et al. 2003), during which the resulting gravitational wave strain is \( h \approx 5.7 \times 10^{-22}(\nu/1\text{kHz})^{1/2} \) (Owen et al. 1998). The exact frequency of the gravitational wave emission depends on the viscosity and is \( \approx (4/3)\nu_* \), where \( \nu_* \) is the spin frequency (Owen et al. 1998). The instability time-scale is comparable to the viscous damping time-scale when the neutron star period satisfies \( P \lesssim 2.3(T/10^7\text{K})^{1/3}\text{ms} \) (Andersson et al. 1999), making it likely that the instability is present in recycled millisecond pulsars. It is thought that LMXBs follow a limit cycle in which a neutron star is spun up via accretion until it reaches the \textit{r}-mode instability threshold. It is heated frictionally while the instability grows, and the star spins down via gravitational radiation. Once \( P \) falls below the instability threshold, the instability shuts off, and the star is allowed to spin up again as it cools (Levin 1999). The duration of the \textit{r}-mode instability phase was estimated by Levin (1999) to be short (\( \sim 10^{-6}\) yr), making it unlikely that LMXB \textit{r}-modes can be detected.

However, Heyl (2002) noted that the duty cycle also depends on the non-linear coupling between \textit{r}-modes. If the neutron star core contains exotic particles (e.g. hyperons), the frequency threshold at which the instability halts rises sharply, allowing the star to emit gravitational waves in the steady state (Nayyar & Owen 2006). Numerical simulations of the nonlinear saturation state of the \textit{r}-mode instability performed by Bondarescu et al. (2007) showed that the length of the duty cycle and the shape of the \textit{r}-mode instability curve on the \( \nu_*-T \) plane depends on the density of the star and the slippage factor between the crust and core. Their models show that the \textit{r}-mode instability limits the spin frequencies of LMXBs to \( \sim 800 \) Hz, and that one in \( 10^3 \) LMXBs are detectable with Advanced LIGO. More recent simulations show that a very young, rapidly rotating neutron star within 1 Mpc of Earth may be detectable for years after its formation (Bondarescu et al. 2009).

Figure 1.17 shows the maximum expected gravitational wave strains for known LMXBs assuming the \textit{r}-mode scenario, and a coherent, single-template search across a 2 year observation. The markers denote known AMSP, Type-I burst sources, and kHz QPO sources as per Figure 1.15 (Watts et al. 2008a). The predicted gravitational wave amplitudes for \textit{r}-modes are a factor of \( \sim 3 \)
larger than those for the mountain scenario in Figure 1.15. One of the kHz QPO sources is now well above the theoretical sensitivity threshold of enhanced LIGO. However, as with the mountain scenario, a multi-template search would be less sensitive.

### 1.6 Searches for continuous gravitational waves

There are two types of continuous-wave searches. Coherent searches, which track the gravitational wave phase continuously over the entire observation time, normally span a narrow band and are useful for sources with known signal parameters. The phase of the signal must be tracked over the entire observation time to within $\pi/4$ of a phase cycle to ensure the signal is not lost (Jaranowski et al. 1998). Semi-coherent searches only track the phase coherently over short segments which are later summed. These searches are optimised to cover a wider range of parameter space.

The detector output can be expressed in the form (Jaranowski et al. 1998)

$$x(t) = n(t) + h(t)$$  \hspace{1cm} (1.6)
where \( n(t) \) is the detector noise, assumed to be an additive, stationary, Gaussian, zero-mean, continuous random process, and \( h(t) \) is the gravitational wave signal. With all search methods, the aim is to extract \( h(t) \) over a certain observation time \( T_{\text{obs}} \) while accurately tracking the evolution of the gravitational wave phase assuming a parameterised model. The signal can be written in terms of the detector’s response functions according to:

\[
h(t) = F_+(t)h_+(t) + F_\times(t)h_\times(t),
\]

where \( h_+(t), h_\times(t) \) are the two independent gravitational wave polarizations, and \( F_+(t), F_\times(t) \) are the beam-pattern functions in the proper reference frame of the detector (Jaranowski & Krolak 1994). The beam-pattern functions are periodic, with a period of one sidereal day, and are functions of the right ascension \( \alpha \) and declination \( \delta \) of the source as well as the polarization angle \( \psi \). These three angles describe the orientation of the source with respect to the celestial sphere reference frame.

Each set of parameters describing the phase and amplitude of a signal is called a search template. The data is usually analysed in the form of Short Fourier Transforms (SFTs), constructed from \( \sim 30 \)-minute chunks of the detector output. The 30-minute window is chosen to minimize Doppler modulations due to the Earth’s rotational and orbital motion, as well as the intrinsic spin-down of the source. A typical full-scale search over a year’s worth of data covers approximately \( 10^{10} \) templates, and \( 10^4 \) SFTs. The exact number of templates depends on the nature of the search. The signals emitted by accreting and non-accreting neutron stars must also be modelled separately, as accreting neutron stars in a binary system have their frequencies modulated by their orbital period and accretion-related spin wandering.

### 1.6.1 Coherent searches

In coherent searches, the signal-to-noise ratio increases as the square root of the observation time. They are computationally intensive as the number of required search templates has a strong dependence on the coherent observation time. Hence, the length of the time series that is analysed (the integration time) is typically limited to a few weeks of data. The most common coherent search uses the \( F \)-statistic (Jaranowski et al. 1998), is defined as

\[
F = \ln \Lambda_{\hat{A}_\alpha = \hat{A}_\alpha}.
\]
In (1.8), $A^\mu$ are the amplitude parameters of the signal (the wave strain $h_0$, the inclination angle $\iota$, $\psi$, and the initial wave phase $\phi_0$), $\hat{A}^\mu$ are the maximum likelihood estimators of the amplitude parameters, and

$$\ln \Lambda = (x|h) - \frac{1}{2}(h|h)$$

is the likelihood function. The inner product $(.,.)$ of two variables $x$ and $y$ is defined as:

$$(x|y) = 4\Re \int_0^\infty \tilde{x}(\nu)\tilde{y}^*(\nu)\frac{S_n(\nu)}{S_n(\nu)}d\nu,$$

where $\tilde{\cdot}$ denotes the Fourier transform, the asterisk denotes the complex conjugate, $\Re$ denotes the real part of a complex number, and $S_n(\nu)$ is the single-sided power spectral density of the detector noise.

In the absence of a signal, the quantity $2\mathcal{F}$ has a $\chi^2$ distribution with 4 degrees of freedom. With a signal present, it has a noncentral $\chi^2$ distribution with 4 degrees of freedom, and a noncentrality parameter $\lambda = \sqrt{(h|h)}$ (known as the “optimal signal to noise ratio”). Figure 1.18 shows the probability density functions (PDFs) for $2\mathcal{F}$ for S1 data from the GEO (top left panel) and LIGO detectors (clockwise from top right: L1, H1, and H2) (Abbott et al. 2004). The data contain injected continuous-wave signals with $h_0$ ranging between $2.7 \times 10^{-22}$ and $1.9 \times 10^{-21}$. The shaded area represents the integral of the PDFs between the measured value of $2\mathcal{F}$ and $\infty$, and the lines represent best-fit $\chi^2$ distributions with 4 degrees of freedom. The circles represent the PDF of $2\mathcal{F}$ obtained from Monte Carlo simulations.

Using the $\mathcal{F}$-statistic, the minimum signal amplitude detectable in Gaussian stationary noise is

$$\langle h_0 \rangle = 11.4\sqrt{S_n(\nu)/T_{\text{obs}}},$$

where $T_{\text{obs}}$ is the observation time, and we assume a false alarm rate of 1%, a false dismissal rate of 10%, and a perfectly-matched template. The signal is averaged over sky position, inclination angle, and polarization angle. The statistical factor of 11.4 increases roughly as the fourth root of the number of search templates.

### 1.6.2 Semi-coherent searches

Due to the computational cost of coherent searches, they are expensive to implement over a large range of parameters and an observation time of longer than several days. As many strong gravitational wave sources are likely still
Figure 1.18: Probability density functions (PDFs) for $2F$ for simulated continuous-wave signals injected into S1 data from the GEO (top left panel) and LIGO detectors (clockwise from top right: L1, H1, and H2). The shaded area represents the integral of the PDFs between the measured value of $2F$ and $\infty$, the lines represent best-fit $\chi^2$ distributions with 4 degrees of freedom, and the circles represent the PDF of $2F$ obtained from Monte Carlo simulations (from Abbott et al. 2004).
undetected in electromagnetic bands, it is important to carry out broad-band, semi-coherent searches. These searches are carried out over the frequency domain, on Fourier transforms of short data segments. There is a trade-off as they are computationally cheaper but less sensitive. A large part of this thesis focuses on the development and implementation of a semi-coherent cross-correlation search method targeting young, isolated neutron stars (see Chapters 3 and 4). Young neutron stars are ideal targets for semi-coherent searches as their spin frequency evolves relatively quickly. The astrophysical phase model introduced in Chapter 3 provides an even greater saving on the number of parameters.

The three most commonly used semi-coherent search methods within the LSC are the StackSlide (Brady & Creighton 2000), Hough (Krishnan et al. 2004; Abbott et al. 2005a), and PowerFlux (Dergachev 2005). All three methods were employed in a blind, all-sky search spanning frequencies 50–1000 Hz, and frequency derivatives $-1 \times 10^{-8}$–$0$ Hz s$^{-1}$, using data from LIGO’s fourth science run (S4). An upper limit of $4.28 \times 10^{-24}$ was placed for the gravitational wave strain across the whole sky near 140 Hz (Abbott et al. 2008a).

The sensitivity of semi-coherent searches is given by

$$h_0 \propto S^{1/2} \sqrt{\frac{S_n(\nu)}{T_{coh}}},$$

where $N$ is the number of coherently analysed data segments of length $T_{coh}$ being summed, and $S = \text{erfc}^{-1}(2f_\alpha) + \text{erfc}^{-1}(2f_\beta)$, where $f_\alpha$ is the false alarm rate, and $f_\beta$ is the false dismissal rate. The proportionality constant depends on the individual search algorithm.

**StackSlide**

The StackSlide method forms the basis of the other semi-coherent methods. The idea is that any number of SFTs can be stacked, or summed, to increase their signal-to-noise ratio. However, because the frequency of the signal drifts by a certain amount between SFTs (due to spin-down or Doppler modulation), one must ‘slide’ the frequency bins in each SFT to account for the drift. For a given template, the “StackSlide power” is defined to be

$$P_{SS} = (1/N_{SFT}) \sum_{i=0}^{N_{SFT}-1} \rho_i,$$

where $\rho_i$ is the normalized signal power for a given template in each SFT, the index $i$ denotes individual SFTs, and $N_{SFT}$ is the total number of SFTs. For a targeted search with a 1% false alarm rate and a 10% false dismissal rate, the minimum signal amplitude detectable is
\[ \langle h_0 \rangle = 7.7 N_{\text{SFT}}^{-1/4} \sqrt{S_n(\nu)/T_{\text{coh}}} \] (Abbott et al. 2008a). As with (1.11), the signal is averaged over sky position, inclination angle, and polarization angle.

**Hough**

In the Hough transform method, it is not the power that is summed. Instead, one computes a weighted sum of binary counts. If the power in a frequency bin exceeds a given threshold, the binary count increases by one. The detection statistic for the weighted Hough method is the “Hough number count” \[ n_H = \sum_{i=0}^{N_{\text{SFT}}-1} w_i n_i \], where \( n_i \) is the binary count for SFT \( i \). The Hough weights for a signal with frequency \( \nu \) are defined as \[ w_i \propto [S_n(\nu)]^{-1} \left[ (F_+^i)^2 + (F_\times^i)^2 \right] \], where \( F_+^i \) and \( F_\times^i \) are the beam-pattern functions evaluated at the midpoint of SFT \( i \). As the number counts are weighted according to \( F_+^i \) and \( F_\times^i \), SFTs from multiple interferometers can be summed. The advantage of this method is that it is robust when there are transient spectral disturbances (e.g. seismic noise) in the individual SFTs, because, at most, the disturbance adds one to \( n_H \) whereas it might have a large effect on the SFT power \( \rho_i \). The minimum averaged signal amplitude detectable with the Hough method is \[ \langle h_0 \rangle = 8.92 N_{\text{SFT}}^{-1/4} \sqrt{S_n(\nu)/T_{\text{coh}}} \] (Krishnan et al. 2004).

**PowerFlux**

The PowerFlux method is similar to StackSlide in the sense that it extracts an average signal power for a given template from a set of SFTs. However, in order to maximize the signal-to-noise ratio, the power is weighted based on the detector noise and beam-pattern functions. The detection statistic for this method, the “PowerFlux signal estimator” is defined as

\[
R = \frac{2}{T_{\text{coh}}} \left( \sum_{i=0}^{N_{\text{SFT}}-1} W_i \right)^{-1} \left[ \sum_{i=0}^{N_{\text{SFT}}-1} W_i P_i / (F_\psi^i)^2 \right],
\]

where \( P_i \) is the power for SFT \( i \) and a given search template. The PowerFlux weights are \[ W_i = \left[ (F_\psi^i)^2 / S_n(\nu) \right] \] for a signal with frequency \( \nu \), and assume a source direction and polarization angle. The polarization basis can be chosen such that a linearly polarized signal has an amplitude of either \( A_+ = 0, A_\times = h_0^{\text{lin}} \) or \( A_+ = h_0^{\text{lin}}, A_\times = 0 \), and a circularly polarized signal has \( A_+ = A_\times = h_0^{\circ} \). The PowerFlux weights are calculated using four linear polarization projections \[ [(F_+^i)^2 = (F_\times^i)^2] \] and one circular polarization projection \[ [(F_\psi^i)^2 = (F_+^i)^2 + (F_\times^i)^2] \]. The PowerFlux method is the most sensitive of the three,
except in frequency bands with transient spectral noise, where the Hough method performs better.

Searches for binary systems are more expensive as one must search over additional parameters (i.e. the system’s orbital parameters), and take into account phase wandering due to variations in the accretion rate. A variation of the cross-correlation method can be applied to binary systems, and was used to search for the LMXB Sco X-1 in S4 data (Abbott et al. 2007e). Several search methods are in development which are designed specifically for binary systems, e.g. the sideband (or frequency comb) method (Messenger & Woan 2007), the TwoSpect method (Goetz & Riles 2009; Abbott et al. 2009e), and the quadratic search method (Abbott et al. 2009e).

**Sideband**

Once the periodic signal from a pulsar in a binary system has been corrected for the Earth’s rotation and orbit, the power falls into a number of frequency modulated sidebands, resembling a comb, centred on the signal frequency. The spacing of the comb’s “teeth” (each sideband) is $1/P_{\text{orb}}$, where $P_{\text{orb}}$ is the orbital period of the binary, and the number of resolvable sidebands is proportional to $\nu a \sin i / c$, where $\nu$ is the emitted gravitational wave frequency, and $a \sin i / c$ is the projection of the orbital semi-major axis along the observer’s line of sight. By incoherently summing the $F$-statistic at each sideband, the minimum detectable signal amplitude scales as $\nu^{1/4} T_{\text{obs}}^{1/2}$, where $T_{\text{obs}}$ is the observation time. The sideband method is designed to be the first stage of a search pipeline, in which successful candidates are followed up by a fully coherent search. Although the method is relatively less sensitive than other semi-coherent methods, it removes the need to track the unknown orbital phase (Messenger & Woan 2007).

**TwoSpect**

The TwoSpect method exploits the periodic orbital modulation of binary signals by computing two successive Fourier transforms of the detector output. The first stage uses SFTs, which are corrected for Earth’s rotational and orbital motion. The SFTs are weighted according to noise and beam-pattern functions in the same way as the PowerFlux method, and the mean power from each frequency bin is subtracted. A second power spectrum is then taken...
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of frequency bin. The resulting frequency versus frequency plot can then be matched against signal templates. The optimal TwoSpect statistic is defined as

\[ R = \sum_{n=0}^{N_{\text{pix}}-1} \epsilon_n (x_n - \langle s_n \rangle) / \sum_{n=0}^{N_{\text{pix}}-1} \epsilon_n^2, \]

where \( n \) is the pixel index of the frequency-frequency plot, \( N_{\text{pix}} \) is the total number of pixels, and \( \epsilon_n, x_n \) and \( \langle s_n \rangle \) are the weight, power, and expectation value of the noise in the \( n \)-th pixel. TwoSpect is a hierarchical method; it filters the best candidates and passes them on to a more detailed search (Goetz & Riles 2009; Abbott et al. 2009e).

**Quadratic search**

The quadratic search aims to reduce the number of orbital search parameters by modelling the gravitational wave phase empirically using the phase model \( \Phi(t) = 2\pi(\phi_0 + \nu_0 t + \alpha t^2/2 + \beta t^3/6) \), where \( \phi_0 \) and \( \nu_0 \) are the phase and frequency at the start of the observation, and \( \alpha \) and \( \beta \) are two empirical parameters. The search templates therefore include \( \alpha \) and \( \beta \) instead of the five additional parameters required to describe a binary orbit. As the signal changes with time, for a given choice of \( \alpha \) and \( \beta \), the model can only track the phase coherently for a short time (e.g. \( \sim 500 \) s for \( P_{\text{orb}} \sim 4000 \) s). The final detection statistic is the weighted sum of signal powers calculated for each coherent segment (Abbott et al. 2009e).

1.6.3 Current astrophysical limits from non-detection of continuous gravitational waves

Since LIGO began collecting data in 2002, numerous searches for gravitational waves from neutron stars have been completed, both targeted and all-sky, over a wide range of spin-down parameters. Although the searches have not yet yielded any detections, the upper limits placed by the non-detections provide important insight into the structure of neutron stars. We now summarise recent noteworthy results from the LIGO continuous waves group. Findings from the other search groups are mentioned in Section 1.5.2.

A breakthrough result was obtained during the search targeting the Crab pulsar (Abbott et al. 2008b, 2009d). Nine months of S5 data were analysed using spin-down parameters based closely on radio observations. The Crab has a spin frequency of 29.78 Hz and a frequency derivative of \( \approx -3.7 \times 10^{-10} \) Hz s\(^{-1}\). The search was run across a narrow frequency band, \( \pm 6 \times 10^{-3} \) Hz, centred
on twice the spin frequency, and across a frequency derivative band of \( \pm 1.5 \times 10^{-13} \text{ Hz s}^{-1} \). Upper limits on the wave strain of \( h_0 < 3.9 \times 10^{-25} \) and on the ellipticity of \( \epsilon < 2.3 \times 10^{-4} \) were placed. This was the first time that a gravitational wave search provided upper limits on \( \epsilon \) more stringent than those inferred indirectly by assuming that all of the pulsar’s observed spin-down power is radiated gravitationally.

Since then, this limit has been superseded by a joint LIGO-Virgo search of 116 known pulsars (Abbott et al. 2009g) using a Bayesian parameter estimation method (Dupuis & Woan 2005). The new limits on the Crab are \( h_0 < 2 \times 10^{-25} \) and \( \epsilon < 1.2 \times 10^{-4} \). The power radiated via gravitational waves is hence limited to \(< 2\%\) of the total spin-down power. Although the upper limits do not constrain the composition of the Crab, they do place a limit on the internal magnetic field of \(< 10^{16} \text{ G}\) and rule out certain exotic equations of state. Across the sample of 116 pulsars, the best (lowest) upper limits on \( h \) and \( \epsilon \) placed by the same search are \( h_0 < 2.3 \times 10^{-26} \) for PSR J1603–7202, which has a gravitational wave frequency of 135 Hz (near the detector’s most sensitive band) and \( \epsilon < 7.0 \times 10^{-8} \) for PSR J2124–3358, which has a gravitational wave frequency of 406 Hz and a distance of 0.2 kpc (10 times closer than the Crab). The upper limit on the gravitational wave strain from PSR J2124–3358 is \( h_0 < 4.8 \times 10^{-26} \), only 9.4 times larger than its electromagnetic spin-down limit.

Two blind, all-sky search for unknown pulsars were carried out on S5 data. The first used the PowerFlux method on eight months of S5 data (Abbott et al. 2009a). The search was run across a wide frequency band (50–1100 Hz), and a frequency derivative band of \(-5 \times 10^{-9}–0 \text{ Hz s}^{-1}\). Averaging over inclination and polarization angles yields an upper limit of \( h_0 < 1 \times 10^{-24} \) at the sensitivity ‘sweet spot’, near 150 Hz. Figure 1.19 shows the upper limits on the wave strain placed across the entire search frequency band for the best-case (lower curves) and worst-case (upper curves) pulsar orientations. The red, green and blue curves indicate the equatorial, intermediate, and polar sky declination bands respectively. Between \( 5 \times 10^3 \) (at 50 Hz) and \( 2.4 \times 10^6 \) (at 1100 Hz) sky points were searched. These limits imply that the galactic population of neutron stars satisfies one or more of the following conditions: either their ellipticities are all \(< 10^{-6}\), their birth rate is \(< 1/30 \text{ yr}^{-1}\), or their typical spin frequency is \(< 150 \text{ Hz}\). The first conclusion is drawn from equation (1.5). The second comes from Blandford’s argument, which relates the maximum gravitational wave amplitude emitted by galactic sources to their birthrate (Knispel & Allen 2008). The third follows because slow pulsars are unlikely to be detected, as
LIGO’s sensitivity falls off sharply at frequencies $\lesssim 150$ Hz.

The second all-sky search was carried out as part of the Einstein@Home distributed computing project\textsuperscript{16} (Abbott et al. 2009c). The search analysed 66 days of S5 data, using a frequency band $50 - 1000$ Hz and a frequency derivative band $-\nu/\tau < \dot{\nu} < 0.1\nu/\tau$, where $\tau$ is the characteristic age. Below 400 Hz, the authors used $\tau = 10^3$ yr, and above 400 Hz, they used $\tau = 8 \times 10^3$ yr. In the 125–225 Hz band, an upper limit was placed on the gravitational wave strain of $h_0 < 3 \times 10^{-24}$.

Another promising search has recently been conducted targeting the central compact object in the supernova remnant Cas A (Wette et al. 2008). The neutron star in Cas A is $\sim 300$ years old and is the youngest known neutron star. Its spin period is unknown; it was detected in 1999 by the Chandra X-ray Observatory as a steady, unpulsed point source (Tananbaum 1999). The coherent search computed the $\mathcal{F}$-statistic for 12 days of S5 data, searching over a frequency band of 100–300 Hz, and over the ranges $-\nu/\tau \leq \dot{\nu} \leq -\nu/6\tau$, and $2\dot{\nu}^2/\nu \leq \ddot{\nu} \leq 7\dot{\nu}^2/\nu$, where $\dot{\nu}$ and $\ddot{\nu}$ are the first and second frequency derivatives, and $\tau \approx 300$ yr. Preliminary results indicate that the electromagnetic spin-down limit for this object will be beaten, with estimated upper limits on the wave strain of approximately $8 \times 10^{-25}$ near $\sim 150$ Hz, and on the corresponding ellipticity of $1 \times 10^{-4}$ (Owen 2009).

These results are tabulated in Table 1.6.3, which lists the data sets, targets, and key results of recent searches for continuous gravitational waves (separated into searches from known radio pulsars, all-sky searches, and targeted searches). For each search, we list the resulting 95% confidence upper limits in gravitational wave strain and ellipticity\textsuperscript{17}.

### 1.7 Thesis outline

Table 1.1 in Section 1.2 explains how the aim of this thesis is to exploit radio, X-ray, and gravitational wave observations of neutron stars to measure the ellipticity, magnetic field strength and geometry, and spin evolution of these objects. The thesis is structured as follows.

Chapter 2 presents studies of X-ray timing data from the AMSP XTE J1814−338. Data acquired by the Rossi X-ray Timing Explorer (RXTE) satellite show that the spin period and pulse amplitude of the pulsar are modulated

\textsuperscript{16}http://www.einsteinathome.org

\textsuperscript{17}A 95% confidence upper limit is the value above which there is a 95% probability that a detection would have been made
Figure 1.19: Gravitational wave strain upper limits from an all-sky PowerFlux S5 search across the frequency band 50–1100 Hz, and the frequency derivative band $-5 \times 10^{-9}$–0 Hz s$^{-1}$. The red, green and blue curves indicate the equatorial, intermediate, and polar declination bands respectively. The lower curves denote the best-case pulsar orientations, and vice versa (from Abbott et al. 2009a).
<table>
<thead>
<tr>
<th>Experiment/data set</th>
<th>Target object</th>
<th>$h_0^{95%}$</th>
<th>$\epsilon^{95%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIGO S2$^a$</td>
<td>known radio pulsars</td>
<td>$\lesssim 10^{-24}$</td>
<td>$\lesssim 10^{-5}$</td>
</tr>
<tr>
<td>LIGO S3/S4 &amp; GEO$^b$</td>
<td>known radio pulsars</td>
<td>$2.6 \times 10^{-25}$</td>
<td>$\lesssim 10^{-6}$</td>
</tr>
<tr>
<td>LIGO S5$^c$</td>
<td>known radio pulsars</td>
<td>$2.3 \times 10^{-26}$</td>
<td>$7.0 \times 10^{-8}$</td>
</tr>
<tr>
<td>EXPLORER$^d$</td>
<td>all-sky</td>
<td>$10^{-22}$</td>
<td>...</td>
</tr>
<tr>
<td>LIGO S2$^e$</td>
<td>all-sky</td>
<td>$4.43 \times 10^{-23}$</td>
<td>...</td>
</tr>
<tr>
<td>LIGO S2$^f$</td>
<td>all-sky</td>
<td>$6.6 \times 10^{-23}$</td>
<td>...</td>
</tr>
<tr>
<td>LIGO S4$^g$</td>
<td>all-sky</td>
<td>$4.28 \times 10^{-24}$</td>
<td>...</td>
</tr>
<tr>
<td>LIGO S5$^h$</td>
<td>all-sky</td>
<td>$1.0 \times 10^{-24}$</td>
<td>...</td>
</tr>
<tr>
<td>LIGO S5$^i$</td>
<td>all-sky</td>
<td>$3.0 \times 10^{-24}$</td>
<td>...</td>
</tr>
<tr>
<td>LIGO/GEO S1$^j$</td>
<td>PSR J1939+2134</td>
<td>$1.4 \times 10^{-22}$</td>
<td>$2.9 \times 10^{-4}$</td>
</tr>
<tr>
<td>LIGO S2$^k$</td>
<td>Sco X-1</td>
<td>$1.7 \times 10^{-22}$</td>
<td>$4 \times 10^{-4}$</td>
</tr>
<tr>
<td>LIGO S4$^l$</td>
<td>Sco X-1</td>
<td>$8.5 \times 10^{-24}$</td>
<td>$2.3 \times 10^{-5}$</td>
</tr>
<tr>
<td>LIGO S5$^m$</td>
<td>Crab (PSR B0531+21)</td>
<td>$3.9 \times 10^{-24}$</td>
<td>$2.3 \times 10^{-4}$</td>
</tr>
<tr>
<td>LIGO S5 &amp; VIRGO$^n$</td>
<td>Crab (PSR B0531+21)</td>
<td>$2.0 \times 10^{-25}$</td>
<td>$1.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>LIGO S5$^o$</td>
<td>Cas A</td>
<td>$8 \times 10^{-25}$</td>
<td>$1.1 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

$^a$Abbott et al. (2005b)  
$^b$Abbott et al. (2007f)  
$^c$Abbott et al. (2009g)  
$^d$Astone et al. (2005)  
$^e$Abbott et al. (2005a)  
$^f$Abbott et al. (2007e)  
$^g$Abbott et al. (2008a)  
$^h$Abbott et al. (2009a)  
$^i$Abbott et al. (2009c)  
$^j$Abbott et al. (2004)  
$^k$Abbott et al. (2007f)  
$^l$Abbott et al. (2007e)  
$^m$Abbott et al. (2008b, 2009d)  
$^n$Abbott et al. (2009g)  
$^o$Wette et al. (2008); Owen (2009)

**Table 1.3:** 95% confidence upper limits in gravitational wave strain ($h_0^{95\%}$) and ellipticity ($\epsilon^{95\%}$) set by recent searches for gravitational waves from neutron stars [after Watts et al. (2008a)].
at a $\sim 12.2$ day period. This modulation may be consistent with the pulsar precessing due to an accretion-induced deformation. A sufficiently large deformation would result in the pulsar being a strong gravitational wave emitter. We perform simulations based on a simple precession model in an attempt to reproduce the observed timing data. Although we find no suitable model to confirm or rule out the precession, we calculate an upper limit on the ellipticity of the pulsar of $\epsilon \lesssim 10^{-8}$, limiting the strength of its gravitational wave emission.

Chapters 3 and 4 detail the design and implementation of a cross-correlation search for continuous gravitational waves. In Chapter 3, we discuss the feasibility of a search targeted at the supernova remnant SN 1987A. We estimate the astrophysical properties that a neutron star born in SN 1987A needs to have in order to be detectable by the search. There are two ways of searching for a neutron star with this method. The first is a straightforward search over a range of frequencies and frequency derivatives. The second takes advantage of the fact that the gravitational wave phase can be modelled non-perturbatively in terms of the magnetic field strength, ellipticity, and electromagnetic braking index of the neutron star. A two-week search run on a 1000-node computing cluster will be sensitive to a putative neutron star in SN 1987A with $B \lesssim 2 \times 10^{13} \text{G}$ and $\epsilon \gtrsim 1 \times 10^{-4}$. The development and implementation of the search code are described in Chapter 4, and the results of code verification tests are presented. The sensitivity of the code to a range of injected signals is estimated. The code is currently undergoing the internal LSC review process, which is nearing completion. The actual search will be run after the deadline for submitting this thesis.

Finally, we turn our attention to polarized radio emission from pulsars. We introduce Stokes tomography as a new method which can be used to interpret polarization data, in conjunction with the pulse profile and PA swing. In Chapter 5, we develop the method, including relativistic aberration effects, and present an atlas of look-up tables of Stokes phase portraits for a range of magnetic configurations, orientations and emission altitudes. The features of Stokes phase portraits for 24 slowly-rotating pulsars are discussed, which challenge the widely held belief that radio polarization originates from low magnetospheric altitudes. We perform detailed modelling of data from two pulsars, PSR J0826+1627 and PSR J0304+1932, and present best-fit estimates for their orientation and magnetic geometry. Chapter 6 builds on the method described in Chapter 5, introducing the effects of interpulse emission, and applies Stokes tomography to MSPs. As noted in Section 1.3.2, the complexity
of MSP pulse profiles and PA swings makes them difficult to model with the RVM, which assumes a purely dipolar field. However, an overview of Stokes phase portraits from 16 MSPs shows that they can be fit reasonably well with a current-modified, swept-back dipole. Using the current-modified dipole, we model two MSPs in detail, PSR J1939+2134 and PSR 0437−4715, with limited success. Our findings indicate that these objects may have even more complex field geometries, such as a force-free or vacuum-like field.

We conclude in Chapter 7. We summarize the results presented in this thesis, and discuss the future potential of each project. In particular, we demonstrate how Stokes tomography can be applied to more sophisticated magnetic fields, presenting examples of Stokes phase portraits for a vacuum field, and for a dipole distorted by the formation of a magnetic mountain.
2 Does the accreting millisecond pulsar XTE J1814−338 precess?

2.1 Introduction

Accreting millisecond pulsars (AMSPs) are a subset of neutron stars in low-mass X-ray binaries (LMXBs) that exhibit persistent X-ray pulsations with periods below 10 ms. In the standard recycling scenario, AMSPs are the evolutionary link between LMXBs and nonaccreting, radio millisecond pulsars (Alpar et al. 1982; Radhakrishnan & Srinivasan 1982). Thirteen AMSPs have been discovered at the time of writing (Wijnands 2004; Morgan et al. 2005; Galloway 2007; Krimm et al. 2007; Altamirano et al. 2009; Markwardt et al. 2009; Altamirano et al. 2010).

Most AMSPs are X-ray transients. Once every few years, they emerge from quiescence and become detectable during an outburst lasting several weeks. The outburst is attributed to enhanced accretion [e.g. Lasota (2001)], funnelled onto a small number of hotspots on the star. Little is known about the shape, position, or number of these hotspots (Romanova et al. 2004b; Kulkarni & Romanova 2005), but they do give rise to detectable X-ray pulsations, from which the spin period and orbital parameters can be determined. During an outburst, surface thermonuclear burning also causes type I X-ray bursts, which last a few minutes and occur on average once every few days. Type I X-ray bursts have been observed in five AMSPs to date: Aql X-1 (Koyama et al. 1981), SAX J1808.4−3658, XTE J1814−338 (Wijnands 2006), HETE J1900.1−2455 (Vanderspek et al. 2005), and IGR J17511−3057 (Bozzo et al. 2009). In the burst tails, a small component of the X-ray flux (∼15% for XTE J1814−338) oscillates at the spin frequency.

AMSPs are expected to be relatively powerful gravitational wave sources (Watts et al. 2008a). The fastest, IGR J00291+5934 (Eckert et al. 2004), spins at $\Omega_*/2\pi = 599$ Hz, well below the theoretical breakup frequency for most nuclear equations of state (∼1.5 kHz) (Cook et al. 1994; Bildsten 1998).
CHAPTER 2. DOES THE ACCRETING MILLISECOND PULSAR XTE J1814−338 PRECESS?

Similarly, the fastest radio millisecond pulsar, PSR J1748−2446ad (Hessels et al. 2006), and the fastest nonpulsating LMXB, 4U 1608−52 (Hartman et al. 2003), spin at frequencies of 716 Hz and 619 Hz respectively. The gap below the breakup frequency is explained if the star is deformed by one part in $\sim 10^8$, such that gravitational radiation balances the accretion torque at hectohertz frequencies (Bildsten 1998). Several physical mechanisms can produce the requisite deformation: magnetic mountains (Payne & Melatos 2004; Melatos & Payne 2005; Payne & Melatos 2006; Vigeland & Melatos 2008), thermocompositional mountains caused by electron capture gradients (Ushomirsky et al. 2000), toroidal internal magnetic fields (Cutler 2002), and r-modes (Andersson 1998; Owen et al. 1998; Nayyar & Owen 2006). AMSPs are therefore promising targets for ground-based, long-baseline interferometers like the Laser Interferometer Gravitational-Wave Observatory (LIGO). An AMSP at a distance of 1 kpc, spinning at 0.4 kHz with ellipticity $\varepsilon = 10^{-8}$, generates a wave strain $h \sim 10^{-27}$. By comparison, initial LIGO’s sensitivity threshold in the 0.1–0.4 kHz band is $\sim 10^{-26}$ during the S4 run (Abbott et al. 2007f). Advanced LIGO will get down to $h \sim 10^{-27}$ in the same band, and narrowband tunability will increase its sensitivity to AMSPs further, as $\Omega_*$ is known a priori from X-ray timing.

An AMSP with ellipticity $\varepsilon \sim 10^{-8}$ is expected to precess with a period of hours to days. Magnetic mountains, for example, are built around the magnetic axis, which is misaligned in general with the rotation axis in objects which pulsate (Payne & Melatos 2006). More generally, a mass quadrupole of any provenance should be kicked out of alignment continuously by stochastic accretion torques (Jones & Andersson 2002). Hence AMSPs are promising observational candidates for observing short-period precession. Until now, however, precession has been difficult to detect in neutron stars. Only one source, the radio pulsar PSR B1828−11, precesses unambiguously, with period $P_p = 250$ d (Stairs et al. 2000). Oscillatory trends in pulse arrival times, with periods of several days, have also been reported tentatively in a few other objects (Melatos 2000; Hobbs et al. 2006; Payne & Melatos 2006), but the physical cause is unclear.

Free precession consists of a fast wobble about the angular momentum vector $\mathbf{J}$, at approximately the pulsar spin period $P_\ast = 2\pi/\Omega_\ast$ and a slow retrograde rotation about the symmetry axis, with period $P_p = 2\pi/\Omega_p$, which modulates the pulse shape and arrival times (Zimmermann & Szednits 1979; Alpar & Pines 1985; Jones & Andersson 2001, 2002; Link 2003). The precession frequency $\Omega_p$ depends on the ellipticity, $\varepsilon$, and the tilt angle $\theta$ (between the
symmetry axis and J), with

\[ \epsilon \cos \theta \approx \Omega_p/\Omega_*. \]  \hspace{1cm} (2.1)

The amplitude ratio of the gravitational wave signal at the spin frequency and its second harmonic (Zimmermann & Szedenits 1979; Jaranowski et al. 1998), and in the + and \( \times \) polarizations, provides independent information on \( \epsilon, \theta \), the orientation of J, and the emission pattern on the surface of the star. Narrowband tunability facilitates extraction of this information.

In this chapter, we compute theoretically the X-ray signal from a precessing pulsar for a range of orientations and compare three quantities from each pulse profile to the data: the mean flux of the profile, the zero-to-peak pulse amplitude, and the pulse-phase residuals. We search for the signature of precession in X-ray timing data from one particular AMSP, XTE J1814–338. An analogous search was carried out by Akgün et al. (2006) for the radio pulsar PSR B1828-11, who modelled the period residuals and pulse shapes analytically taking into account precession effects (biaxial and triaxial) as well as the contribution from the magnetic spin-down torque. The authors performed searches over a range of beam locations, degrees of triaxiality, tilt angles and angle-dependent spin-down torques, finding a wide range of parameters which match the data. Thus, they were unable to constrain the shape of the star but did find that the angle-dependent spin-down torque contributes to the period residuals. Their method differs from ours in that, instead of fitting the shape of the residuals and comparing for each set of parameters, they determined the validity of a configuration by calculating Bayesian probability distribution functions for the parameters under certain constraints.

The chapter is structured as follows. Section 2.2 describes the precession model and its implementation. Sections 2.3 and 2.4 characterize the predicted X-ray signal for a biaxial, precessing pulsar with one and two hotspots respectively, specifically the relative precession phases between the flux, pulse amplitude, and pulse-phase. Section 2.5 repeats the predictions for a triaxial, precessing pulsar. Section 2.6 describes the data reduction and timing analysis of XTE J1814–338. We compare the measurements with the theory in Section 2.7 and derive upper limits on \( \epsilon, \theta \), and the associated gravitational wave strain in Section 2.8. The limit on \( \theta \) constrains the relative strength of the driving and damping forces in the system.
2.2 Precession model

2.2.1 Equations of motion

Three Euler angles \((\theta, \phi, \psi)\) describe the rotation of a rigid body with body axes \((\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3)\) relative to the Cartesian triad \((\mathbf{i}, \mathbf{j}, \mathbf{k})\) of an inertial observer. We define \((\theta, \phi, \psi)\) according to the Landau & Lifshitz (1969) convention. Consider, first, the special case of a biaxial, freely precessing neutron star. Let \(\mathbf{e}_3\) be the symmetry axis and take \(\mathbf{k}\) to lie along the total angular momentum \(\mathbf{J}\), as depicted in Figure 2.1. The angle between \(\mathbf{e}_3\) and \(\mathbf{J}\) is \(\theta\). The total angular velocity of the precessing system, \(\Omega\), comprises two components: \(\Omega\) rotates about \(\mathbf{J}\) at a constant angle \(\hat{\theta}\), with frequency \(\dot{\phi}\), and \(\mathbf{e}_1\) and \(\mathbf{e}_2\) rotate about \(\mathbf{e}_3\), with frequency \(\Omega_p = \dot{\psi}\). The rate of precession is controlled by the ellipticity of the star, \(\epsilon\), and \(\theta\), i.e. \(\Omega_p = \epsilon \Omega \cos(\theta + \hat{\theta})\). Note that \(\mathbf{J}\), \(\Omega\), and \(\mathbf{e}_3\) are coplanar, as indicated by the shading in Figure 2.1. For small angles, one has \(\hat{\theta} \approx (\Delta I_d/I_1) \sin \theta \cos \theta\), where \(I_1, I_2\) and \(I_3\) denote the star’s principal moments of inertia, and \(\Delta I_d\) is defined through \(I_1 = I_2 = I_0 - \Delta I_d/3\) and \(I_3 = I_0 + 2\Delta I_d/3\). \(\Delta I_d\) is positive for an oblate star, negative for a prolate star, and is related to the ellipticity via \(\epsilon = \Delta I_d/I_0\).

In terms of the above notation, the six equations of motion are

\[
\begin{align*}
\dot{\theta} &= \Omega_1 \cos \psi - \Omega_2 \sin \psi, & (2.2) \\
\dot{\phi} &= (\Omega_1 \sin \psi + \Omega_2 \cos \psi)/\sin \theta, & (2.3) \\
\dot{\psi} &= \Omega_3 - \cos \theta (\Omega_1 \sin \psi + \Omega_2 \cos \psi)/\sin \theta, & (2.4) \\
I_1 \dot{\Omega}_1 &= (I_2 - I_3) \Omega_2 \Omega_3, & (2.5) \\
I_2 \dot{\Omega}_2 &= (I_3 - I_1) \Omega_1 \Omega_3, & (2.6) \\
I_3 \dot{\Omega}_3 &= (I_1 - I_2) \Omega_1 \Omega_2, & (2.7)
\end{align*}
\]

The time origin is arbitrary, so initially we can set \(\psi(0) = 0\) without loss of generality. The angular velocity can be decomposed into \(\Omega = \dot{\phi} \mathbf{k} + \dot{\psi} \mathbf{e}_3\). This gives \(\dot{\psi} = -\epsilon \phi I_0/I_3\). In biaxial precession, \(\theta\) is constant. Solving (2.2)–(2.7) with \(\dot{\theta} = 0\) and \(\psi(0) = 0\) yields the following expressions, which we use to initialise the angular velocity:

\[
\begin{align*}
\Omega_1(0) &= 0, & (2.8) \\
\Omega_2(0) &= \Omega_c \sin \theta, & (2.9) \\
\Omega_3(0) &= \Omega_c (\cos \theta - \epsilon I_0/I_3). & (2.10)
\end{align*}
\]
Figure 2.1: Geometry of precession. Drawn are the inertial frame axes $i, j, k$; the symmetry axis, $e_3$, which makes an angle $\theta$ with the total angular momentum vector, $J$; the angular velocity vector, $\Omega$, which makes an angle $\hat{\theta}$ with $J$; and the line-of-sight vector $n$, which makes an angle $\chi$ with $J$. The dashed line indicates that $n$ lies in the plane containing $i$ and $k$. The dashed-dotted lines indicate that $e_3$ and $\Omega$ are coplanar. The shaded plane containing $e_3, \Omega$, and $J$ rotates about $J$ with angular frequency $\dot{\phi}$. 
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Without loss of generality, we fix the line-of-sight vector, \( \mathbf{n} \), to lie in the \( \mathbf{i-k} \) plane, making an angle \( \chi \) with \( \mathbf{J} \) and intersecting the stellar surface intensity map at latitude \( \theta_B \) and phase \( \phi_B \). The angles \( (\theta_B, \phi_B) \) are defined with respect to the moving body frame, as opposed to the Euler angles, which are defined with respect to the inertial frame. We then compute the observed intensity \( I \) as a function of time from a specific surface intensity map \( F(\theta_B, \phi_B) \), i.e. \( I = F(\theta_B, \phi_B) \). Note that Jones & Andersson (2001) assumed \( 0 \leq \chi \leq \pi/2 \) but did not investigate the dependence of \( I \) on \( \chi \). In this chapter, we show that the \( \chi \) dependence is significant.

The above initialization gives four searchable parameters: \( \theta \), the initial azimuth \( \phi(0) \), the inclination angle \( \chi \), and the latitude \( \alpha \) of the hotspot(s), defined in Section 2.2.2.

### 2.2.2 Synthetic pulse profiles

Studies of the harmonic ratio and modulation amplitude of type I burst oscillations from six LMXBs point to the existence of a single, hemispheric hotspot (Muno et al. 2002; Payne & Melatos 2006). We thus perform simulations for one and two hotspots, corresponding to

\[
F(\theta_B, \phi_B) = \sin(\theta_B + \alpha) \sin(\phi_B) + DC \tag{2.11}
\]

and

\[
F(\theta_B, \phi_B) = \sin(\theta_B + \alpha) \sin^2(\phi_B) + DC \tag{2.12}
\]

respectively, where DC represents a constant offset, and \( \alpha \) is the latitude of the hotspot’s centre, defined to be zero at the equator and \( \pm 90^\circ \) at the poles. For \( \alpha = 0 \), this corresponds to a surface intensity map containing a bright spot on the \( \mathbf{e}_1-\mathbf{e}_3 \) plane, centred on the equator at body coordinates \( (\theta_B, \phi_B) = (90^\circ, 90^\circ) \), and a dark or bright spot diametrically opposite at body coordinates \( (90^\circ, 270^\circ) \) as per Figure 2.2. For \( \alpha \neq 0 \), the body coordinates in (2.11) and (2.12) are rotated by \( \alpha \) in the \( \mathbf{e}_1-\mathbf{e}_3 \) plane.

The light curves are generated by evaluating the intensity of the point on the surface map which is intercepted by the line-of-sight at each time step. These synthesised light curves are analysed in exactly the same way as the observational data. The profile of each pulse in the time series is fitted with a first and second harmonic, i.e. \( a + b \sin(2\pi \gamma + c) + d \sin(4\pi \gamma + e) \), where \( a \) is the mean flux, \( \gamma \) denotes the pulse phase \( (0 \leq \gamma \leq 1) \), \( b \) and \( d \) are amplitudes, and \( c \) and \( e \) are phase offsets. The fractional root-mean-square
Figure 2.2: Top: Surface intensity map of the single hotspot configuration (equation 2.11). Bottom: Surface intensity map of the double hotspot configuration (equation 2.12).
(RMS) amplitudes of the first and second harmonic are $b/\sqrt{2}a$ and $d/\sqrt{2}a$ respectively. We define two reference pulse phases in each profile as the phases which maximise the first and second harmonic components. The pulse-phase residuals are the differences between the predicted and observed maxima, i.e. $\gamma_0 = 1/4 - c/2\pi$ and $\gamma_1 = 1/8 - e/4\pi$. In Section 2.6.5, we show that the second harmonic does not contribute to the overall candidate precession signal at a level that can be detected in the X-ray timing data presently available for XTE J1814–338. The quantities $d/\sqrt{2}a$ and $\gamma_1$ are therefore neglected in the following analysis.

We fold the time series $a$, $b/\sqrt{2}a$ and $\gamma_0$ at the theoretical precession period. These three quantities are modulated at the precession frequency due to the motion of the hotspot(s) relative to the observer (see Figure 2.3 for an example of the output). The average trend in each quantity is fitted with a sinusoid, viz. $A_n + B_n \sin(2\pi \Gamma + C_n)$, where $\Gamma$ is the precession phase, not to be confused with the pulse phase, and $n$ refers to mean flux, fractional RMS or pulse-phase residuals. This yields three main quantities of observational interest: the relative precession phase of $a$ and $b/\sqrt{2}a$ (denoted by $\Delta \Gamma_{\text{flux--rms}} = |C_{\text{flux}} - C_{\text{rms}}|$), the relative precession phase $\gamma_0$ and $b/\sqrt{2}a$ (denoted by $\Delta \Gamma_{\text{phase--rms}} = |C_{\text{phase}} - C_{\text{rms}}|$), and the zero-to-peak amplitude of the pulse-phase residuals ($B_{\text{phase}}$). Our simulations run for (on average) three precession periods.

### 2.3 Biaxial star: Single hotspot

In most configurations involving a single hotspot, the precession phases of $b/\sqrt{2}a$ and $\gamma_0$ differ by $\Delta \Gamma_{\text{phase--rms}} \approx \pi/2$. The precession phases of $b/\sqrt{2}a$ and $a$ are either in phase or antiphase, i.e. $\Delta \Gamma_{\text{flux--rms}} = 0$ or $\pi$. $B_{\text{phase}}$ increases with the tilt angle $\theta$.

The effect of varying the four searchable parameters is now discussed in detail.

#### 2.3.1 Tilt angle, $\theta$

We consider small tilt angles ($\theta \leq 10^\circ$), as in PSR 1828–11 [$\theta < 3^\circ$; Stairs et al. (2000); Link (2003)] and other astrophysical bodies. We verify that the precession period increases with $\theta$ according to (2.1). We also find that $B_{\text{phase}}$ increases linearly with $\theta$ in the small tilt angle regime $\theta \leq 10^\circ$, ranging from 0.003 at $\theta = 1^\circ$ to 0.028 at $\theta = 10^\circ$. There is also a dependence of $B_{\text{phase}}$ on $\alpha$ (see bottom panel of Figure 2.5). Jones & Andersson (2001) predicted
Figure 2.3: Sample simulation output for a biaxial star with a single hotspot. Top: mean flux, \( a \). Center: fractional RMS, \( b/\sqrt{2}a \). Bottom: pulse-phase residuals, \( \gamma_0 \). The precession period is 1500 time units.
analytically, for a radio pulsar with a directed beam rather than a hotspot, that the pulse-phase residuals vary sinusoidally on the precession time-scale with amplitude $B_{\text{phase}} \propto \theta/\tan(\pi/2 - \alpha')$, where $\alpha'$ in their case is the latitude of the beam. This formula agrees with our results.

Varying $\theta$ does not affect $\Delta \Gamma_{\text{flux--rms}}$ or $\Delta \Gamma_{\text{phase--rms}}$. $\Delta \Gamma_{\text{flux--rms}}$ undergoes a phase shift of $\pi$ around $\chi = 90^\circ$ which is explained below. Contour maps of $\Delta \Gamma_{\text{flux--rms}}$, $\Delta \Gamma_{\text{phase--rms}}$ and $B_{\text{phase}}$ as functions of $\chi$ and $\theta$ are plotted in Figure 2.4.

### 2.3.2 Hotspot latitude, $\alpha$, and inclination, $\chi$

Figure 2.5 displays contour maps of $\Delta \Gamma_{\text{phase--rms}}$, $\Delta \Gamma_{\text{flux--rms}}$, and $B_{\text{phase}}$ as function of $\chi$ and $\alpha$ for $\theta = 1^\circ$. In the range $-15^\circ < \alpha < 15^\circ$, $\Gamma_{\text{RMS}}$ undergoes a $\pi$ phase reversal between certain values of $\chi$, which shows up in $\Delta \Gamma_{\text{phase--rms}}$ and $\Delta \Gamma_{\text{flux--rms}}$. As $\chi$ is increased, a strong second harmonic gradually appears in $\Gamma_{\text{RMS}}$ over an interval of $\approx 10^\circ$. As $\chi$ increases further, the harmonic disappears and $\Gamma_{\text{RMS}}$ is shifts by $\pi$. The value of $\chi$ at which this happens depends on $\alpha$ (see top and middle panels of Figure 2.5). For example, at $\alpha = -10^\circ$, the harmonic appears for $56^\circ < \chi < 64^\circ$.

The value of $\Delta \Gamma_{\text{flux--rms}}$ also depends on which hemisphere (north or south) the hotspot is in, relative to $n$. If both are in the same hemisphere, then $\Delta \Gamma_{\text{flux--rms}} \approx \pi$. If they are in different hemispheres, then $\Delta \Gamma_{\text{flux--rms}} \approx 0$. This change occurs because the mean flux profile ‘flips’. For example, if $\chi = 30^\circ$, the fractional RMS is the same whether the hotspot is in the north or south. However, if the hotspot is in the north (south), $n$ starts off closer to (further from) the hotspot, and the flux dims (brightens) as the star precesses. The phase shifts of $\Gamma_{\text{RMS}}$ and the mean flux are explained geometrically in more detail in Section 2.3.4.

$B_{\text{phase}}$ is larger when the hotspot is close to the poles than when the hotspot is near the equator, but hardly varies with $\chi$. When $\chi = 0$, the observer does not see any evidence of precession at all in the pulse-phase residuals, as $e_3$ remains equidistant from $n$ at all times.

### 2.3.3 Initial longitude, $\phi(0)$

$\phi(0)$ determines the initial latitude where $n$ intersects the surface. When $n$ is within $1^\circ$ of $J$, i.e. $\chi < 1^\circ$ or $\chi > 179^\circ$, as one various $\phi(0)$ from 0 to $2\pi$, $\Delta \Gamma_{\text{phase--rms}}$ oscillates sinusoidally around $\pi/2$, $\Delta \Gamma_{\text{flux--rms}}$ oscillates sinusoidally
around 0 or $\pi$ (depending on the hemisphere of the hotspot), and $B_{\text{phase}}$ peaks at $\phi(0) = \pi$ or $2\pi$. At these extremes, $n$ traverses a very small area on the star’s surface during each spin period, i.e. $B_{\text{rms}}, B_{\text{phase}} \ll 1$. Hence any variation due to $\phi(0)$, insignificant for other values of $\chi$, now dominates.

### 2.3.4 Geometry of the phase shifts

In this section, we explain geometrically why the relative precession phase of maximum rotation-averaged intensity abruptly changes whenever the line of sight crosses the equator, causing $\Delta \Gamma_{\text{flux-rms}}$ to jump by $\pi$ rad. To understand this counterintuitive effect, consider Figure 2.6, which shows the coplanar vectors $\mathbf{J}$, $\mathbf{e}_3$ (which makes an angle $\theta$ with $\mathbf{J}$), and $\Omega$ (which makes an angle $\hat{\theta}$ with $\mathbf{J}$). In reality, $\hat{\theta}$ is small, but we enlarge it artificially for illustrative purposes. For $\alpha = 0$, the hotspot is at the equator (relative to $\mathbf{e}_3$), and the surface intensity changes from brighter to darker than average at the dot-dashed line. Figure 2.6(a) is a snapshot taken of the pulsar at the start of a precession cycle, while Figure 2.6(b) is taken half a precession cycle later, after a time $\pi/\dot{\psi}$ elapses. Both snapshots are taken at the same arbitrary pulse-phase, when $\mathbf{e}_3$ and $\Omega$ line up as shown.

Now consider two observers, $\chi_1$ just north of the equator and $\chi_2$ just south of the equator. The dashed lines show the loci of points where the lines-of-sight intersect the surface during one spin (not precession) period. The lines are tilted with respect to the horizontal at angle $\hat{\theta}$, perpendicular to $\Omega$, because the pulsar rotates instantaneously about $\Omega$ during one spin period. At the start of the precession cycle [panel (a)], observer $\chi_1$ traces a path which passes through more of the dark hemisphere than the bright, while $\chi_2$ traces a path through more of the bright hemisphere. Half a precession cycle later [panel (b)], the opposite happens. This means that the mean flux seen by $\chi_1$ increases from minimum to maximum from (a) to (b), whereas the mean flux seen by $\chi_2$ decreases from maximum to minimum. This ‘flip’ causes the $\pi$ phase shift in $\Delta \Gamma_{\text{flux-rms}}$.

The phase reversal in $\Gamma_{\text{RMS}}$ at certain inclination angles when the hotspot is in the range $-15^\circ < \alpha < 15^\circ$ can also be understood with the help of Figure 2.6. For $\alpha = 0$, the line dividing the bright and dark hemispheres is at the same position in (a) and (b). Hence, the pulse amplitude $b$ and times-of-arrivals (TOAs) seen by either observer $\chi_1$ or $\chi_2$ is the same at epoch (a) and epoch (b), even though the mean flux $a$ changes from epoch (a) to epoch (b). As we are measuring $b/\sqrt{2}a$, the phase reversal in the mean flux causes
Figure 2.4: Relative precession phase of the RMS and pulse-phase residuals, $\Delta \Gamma_{\text{phase-rms}}$ (top), RMS and mean flux, $\Delta \Gamma_{\text{flux-rms}}$ (middle), and amplitude of the folded pulse-phase residuals, $B_{\text{phase}}$ (bottom), versus tilt angle $\theta$ and inclination angle $\chi$, both measured in degrees for a bi-axial pulsar with one hotspot. Parameters: $\phi(0) = 0^\circ$, $\alpha = 45^\circ$ for $1^\circ \leq \theta \leq 10^\circ$, and $5^\circ \leq \chi \leq 175^\circ$. 
Figure 2.5: Relative precession phase of the RMS and pulse-phase residuals, $\Delta \Gamma_{\text{phase-rms}}$ (top), RMS and mean flux, $\Delta \Gamma_{\text{flux-rms}}$ (middle), and amplitude of the folded pulse-phase residuals, $B_{\text{phase}}$ (bottom), versus inclination angle $\chi$ and hotspot latitude $\alpha$, both measured in degrees for a biaxial pulsar with one hotspot. Parameters: $\theta = 1^\circ$, $\phi(0) = 0$, $5^\circ \leq \alpha \leq 175^\circ$, and $5^\circ \leq \chi \leq 175^\circ$. 
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Figure 2.6: Schematic illustrating the rotation of one hotspot, from (a) the start 
of one precession cycle, to (b) midway through the precession cycle. 
The bright and dark hemispheres are marked. $\chi_1$ is the position of an 
observer just north of the equator ($\chi < 90^\circ$). $\chi_2$ is the position of an 
observer just south of the equator ($\chi > 90^\circ$). The dashed lines indicate 
the points on the surface that the observers see each spin period. These 
lines are perpendicular to $\Omega$ and hence tilted by the angle $\theta$ (artificially 
enhanced for clarity) with respect to the horizontal. The hotspot centres 
are indicated by the black dots.

a phase reversal in $\Gamma_{\text{RMS}}$ at $\chi = 90^\circ$. This effect occurs at larger (smaller) $\chi$ 
for $\alpha > 0^\circ(\alpha < 0^\circ)$, and does not occur when $\alpha > 15^\circ$. This is because, as the 
hotspot moves away from $\alpha = 0^\circ$, the pulse amplitudes $b$ seen by $\chi_1$ and $\chi_2$ 
become increasingly different at epochs (a) and (b), so the effect of $a$ on the 
fractional RMS is reduced.

We also observe a strong harmonic component in the phase residuals at 
$\alpha = 0^\circ$ as the pulse TOAs are identical in epochs (a) and (b).

2.4 Biaxial star: Two hotspots

To simulate two diametrically opposed hotspots, the intensity map is changed 
to equation (2.12). The pulse profiles now contain an increased harmonic 
component in certain configurations. The parameter study in Section 2.3 is 
repeated.

2.4.1 Tilt angle, $\theta$

Figure 2.7 shows contour maps of the three quantities as a function of $\theta$ and 
$\chi$ for hotspots at $45^\circ$ and $225^\circ$. As with one hotspot, only $B_{\text{phase}}$ is affected 
by changing $\theta$; it ranges from 0.002 to 0.075 (see bottom panel of Figure 2.7).
2.4. BIAXIAL STAR: TWO HOTSPOTS

$dB_{\text{phase}}/d\theta$ is smaller in the range $45^\circ \lesssim \chi \lesssim 135^\circ$.

2.4.2 Hotspot latitude, $\alpha$ and inclination, $\chi$

The positions of the hotspots relative to $n$ affect $\Delta\Gamma_{\text{phase-rms}}$ and $\Delta\Gamma_{\text{flux-rms}}$. Figure 2.8 shows contour maps of the two quantities and $B_{\text{phase}}$ as functions of $\chi$ and $\alpha$ for $\theta = 1^\circ$. We find $\Delta\Gamma_{\text{phase-rms}} \approx \pi/2$ in the regions where $\chi$ is north of a hotspot in the northern hemisphere, or south of one in the southern hemisphere, i.e. if $\alpha = 45^\circ, 225^\circ$ and $\chi < 45^\circ$ or $\chi > 135^\circ$. Elsewhere, we find $\Delta\Gamma_{\text{phase-rms}} \approx 3\pi/2$. As for one hotspot, the fractional RMS reverses phase when $n$ lies within $\sim 5^\circ$ of the hotspots, causing a second harmonic component to develop in the fractional RMS.

As $\chi$ approaches the equator, the harmonic component in the pulse profiles increases and peaks at $\chi = 90^\circ$. The horizontal band across the contour map at $\chi = 90^\circ$ is caused by the pulse-phase residuals shifting by $\pi$ (see top panel of Figure 2.8). At $\alpha = 0^\circ$, the two hotspots are within $\theta$ of $n$. For small $\theta$, the observer sees the fractional RMS, mean flux and pulse-phase residuals rise and fall twice as the star precesses about $e_3$ (at rate $\dot{\psi}$). This halves the apparent precession period.

$\Delta\Gamma_{\text{flux-rms}}$ varies from 0 to $\pi$ in a similar fashion. The fractional RMS and mean flux are generally out of phase when $n$ is north of a hotspot in the northern hemisphere, south of a hotspot in the southern hemisphere, and vice versa. However, the fractional RMS and mean flux undergo phase shifts at different points ($\chi, \alpha$). The fractional RMS ‘flips’ at the points indicated by the diamond pattern in the top panel of Figure 2.8, whereas the mean flux ‘flips’ for $65^\circ \lesssim \chi \lesssim 115^\circ$, indicated by the horizontal band in the middle panel of Figure 2.8. The origin of these phase shifts is explained geometrically in Section 2.4.4.

$B_{\text{phase}}$ is largest when both $\chi$ and $\alpha$ are close to the poles.

2.4.3 Initial longitude, $\phi(0)$

Longitudinal dependences are weak. For example, $\Delta\Gamma_{\text{phase-rms}}$ varies by $< 0.02\%$ as $\phi(0)$ goes from $0^\circ$ to $330^\circ$ for $\chi = 70^\circ$, as is shown in Figure 2.9. Near $\chi = 90^\circ$, $\Delta\Gamma_{\text{phase-rms}}$ and $\Delta\Gamma_{\text{flux-rms}}$ vary more strongly with $\phi(0)$ due to phase shifts in the pulse-phase residuals and fractional RMS at various configurations. However, these shifts do not translate into true changes in the observed pulse profile, because the second harmonic component, which we do
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not consider, dominates in this region and behaves differently. The mean flux profile is not affected. $\Delta \Gamma_{\text{flux--rms}}$ cycles between $\approx 0.9$ and $2\pi$ as $\phi(0)$ varies from $0$ to $2\pi$ rad, while $\Delta \Gamma_{\text{phase--rms}}$ cycles between $\pi/2$ and $3\pi/2$.

### 2.4.4 Geometry of the phase shifts

Figure 2.10 shows a pulsar with two hotspots at (a) the beginning and (b) midway through a precession cycle. The hotspots are located at approximately $45^\circ, 225^\circ$ to match Figures 2.7 and 2.9. The shaded band indicates the region of the surface which is darker than average; the darkest points lie along the dot-dashed line. The band changes orientation from (a) to (b) as the star precesses rigidly about $e_3$ (after a time $\pi/\dot{\psi}$ elapses).

To explain the flip in the fractional RMS at $\chi = 45^\circ$ (or equivalently $135^\circ$), we compare the observers at $\chi_1$ (north of $45^\circ$) and $\chi_2$ (south of $45^\circ$). In (a) and (b), $\chi_1$ traces similar paths close to the darkest and brightest regions respectively, leading to similar pulse amplitudes. However, the mean flux is lower in (a) than in (b), so the fractional RMS is a maximum at (a) and a minimum at (b). Similarly, $\chi_2$ traces a path with a greater pulse amplitude in (a) than in (b), but because these are normalised by the mean flux, which is greater at (a) than at (b), the fractional RMS is a minimum at (a) and a maximum at (b).

In order to explain the flip in mean flux between $65^\circ < \chi < 115^\circ$, we compare $\chi_2$ (south of $65^\circ$) and $\chi_3$ (south of $115^\circ$). In Figure 2.10(a), both $\chi_2$ and $\chi_3$ trace paths of similar brightness over one spin period. However in Figure 2.10(b), $\chi_2$ traces a path in the darker band, whereas $\chi_3$ traces a path closer to the bright centre of the hotspot. This confirms that the mean flux profiles seen by $\chi_2$ and $\chi_3$ are $\pi$ out of phase, as our simulations show.

### 2.5 Triaxial star

A triaxial star is described by two separate ellipticity parameters, $\epsilon_1$ and $\epsilon_2$, defined by $\epsilon_1 = [2(I_3 - I_1)/I_1]^{1/2}$ and $\epsilon_2 = [2(I_3 - I_2)/I_2]^{1/2}$ (Zimmermann & Szedenits 1979). We pick $I_1$ to have a reference value of $I_0 = 0.4M_\star R_\star^2$ and investigate the effect of varying $\epsilon_2/\epsilon_1$ from $0.3$ to $0.7$. Within this range, we find that there are no changes in the behaviour of $\Delta \Gamma_{\text{phase--rms}}$, $\Delta \Gamma_{\text{flux--rms}}$ or $B_{\text{phase}}$. The only effect is to change the spin period, i.e. $P_{0.3} \approx 1.0022P_{0.5}$, $P_{0.7} \approx 0.9994P_{0.5}$ where $P_{0.3}$ is the spin period for $\epsilon_2/\epsilon_1 = 0.3$ and so on.

The motion is discussed in detail by Landau & Lifshitz (1969). When $J^2$ is
Figure 2.7: Relative precession phase of the RMS and pulse-phase residuals, $\Delta \Gamma_{\text{phase-rms}}$ (top), RMS and mean flux, $\Delta \Gamma_{\text{flux-rms}}$ (middle), and amplitude of the folded pulse-phase residuals, $B_{\text{phase}}$ (bottom), versus inclination angle $\chi$ and tilt angle $\theta$, both measured in degrees, for a biaxial pulsar with two hotspots. Parameters: $\phi(0) = 0$, $\alpha = 45^\circ$, $1^\circ \leq \theta \leq 10^\circ$ and $5^\circ \leq \chi \leq 175^\circ$. 
Figure 2.8: Relative precession phase of the RMS and pulse-phase residuals, $\Delta \Gamma_{\text{phase-rms}}$ (top), RMS and mean flux, $\Delta \Gamma_{\text{flux-rms}}$ (middle), and amplitude of the folded pulse-phase residuals, $B_{\text{phase}}$ (bottom), versus inclination angle $\chi$ and hotspot latitude $\alpha$, both measured in degrees, for a biaxial pulsar with two hotspots. Parameters: $\theta = 1^\circ$, $\phi(0) = 0$, $5^\circ \leq \alpha \leq 175^\circ$ and $5^\circ \leq \chi \leq 175^\circ$.
Figure 2.9: Relative precession phase of the RMS and pulse-phase residuals, $\Delta \Gamma_{\text{phase-rms}}$ (top), RMS and mean flux, $\Delta \Gamma_{\text{flux-rms}}$ (middle), and amplitude of the folded pulse-phase residuals, $B_{\text{phase}}$ (bottom), versus inclination angle $\chi$ and initial phase $\phi(0)$, both measured in degrees, for a biaxial pulsar with two hotspots. Parameters: $\theta = 1^\circ$, $\alpha = 45^\circ$, $0^\circ \leq \phi \leq 330^\circ$ and $0.1^\circ \leq \chi \leq 179.9^\circ$. 
Figure 2.10: Schematic illustrating the rotation of two hotspots, from (a) the start of one precession cycle, to (b) midway through the precession cycle. The shaded band indicates the region on the surface that is darker than average, for $\alpha \approx 45^\circ$. $\chi_1$ is the position of an observer just north of a hotspot ($\chi < 45^\circ$), $\chi_2$ is the position of an observer south of a hotspot ($\chi > 65^\circ$). $\chi_3$ is the position of an observer south of $115^\circ$, where the mean flux profile is seen to flip. The dashed lines indicates the points on the surface that the observers see each spin period. These lines are perpendicular to $\Omega$ and hence tilted by the angle $\hat{\theta}$ (artificially enhanced for clarity) with respect to the horizontal. The hotspot centres are indicated by the black dots.
only slightly larger than $2EI_1$, where $E$ is the total energy, the $e_1$ axis rotates around $J$ in an ellipse whose size increases as $J$ increases. As $J^2$ approaches $2EI_3$, $e_3$ rotates around $J$ in an ellipse. Hence $\theta$ is not constant: its mean, $\langle \theta \rangle$, increases with $J$.

We consider small $\theta$ in astrophysical problems, where $\theta$ now denotes the tilt angle at the start of the simulation. The angular velocity vector $\Omega$ rotates periodically around the body axes, with period $T \sim 2\pi/(e\Omega)$ (the exact value is given by a complete elliptic integral of the first kind). However, $\Omega$ does not return to its original position with respect to the inertial axes after one cycle. For a biaxial body, the spin frequency is simply $\dot{\phi}$. For a triaxial body, we have $\phi(t) = \phi_1(t) + \phi_2(t)$, where $\phi_1(t)$ has period $T$ and $\phi_2(t)$ has period $T'$ [incommensurable with $T$; (Landau & Lifshitz 1969; Zimmermann & Szedenits 1979)].

We repeat the parameter searches in Sections 2.3 and 2.4 and find similar results for one and two hotspots. In some configurations, the precession phase profiles of $\Delta\Gamma_{\text{phase-rms}}$, $\Delta\Gamma_{\text{flux-rms}}$ and $B_{\text{phase}}$ become non sinusoidal or contain strong harmonics. For consistency, we fit these profiles with the same format as before (see Section 2.2.2), recovering a modulation similar to Figures 2.7–2.9.

The only noticeable difference is in the case of two hotspots. At $\chi = 90^\circ$, between $\alpha \approx \pm 30^\circ$ to $\pm 50^\circ$, $\Delta\Gamma_{\text{flux-rms}}$ increases from 3.14 to 3.19. There is also increased variation with $\phi(0)$ ($< 5\%$ for $\Delta\Gamma_{\text{phase-rms}}$ and $< 7.5\%$ for $\Delta\Gamma_{\text{flux-rms}}$).

### 2.6 X-ray timing analysis

In Sections 2.3–2.5, we show that precession modulates the mean intensity and arrival times of pulses from one or two hotspots. In this section, we search for such modulation in X-ray timing observations of AMSPs made over recent years by the Rossi X-ray Timing Explorer (RXTE). We consider three sources observed by RXTE: SAX J1808.4–3658, XTE J1814–338, and HETE J1900.1–2455. HETE J1900.1–2455 is unsuitable as it displays peculiar behaviour, including persistent X-ray emission and intermittent pulsations even during periods of low accretion (Galloway et al. 2007). SAX J1808.4–3658 is also not ideal as the fractional RMS of the first harmonic changed erratically over the last four outbursts, and a previous analysis of the pulse-phase residuals did not reveal any periodicities consistent with precession (Hartman et al. 2008). The most promising candidate is XTE J1814–338, whose data cover a
66-day outburst in which modulations in the mean flux, RMS, and pulse-phase residuals are visible by eye (see below).

### 2.6.1 XTE J1814–338

XTE J1814–338 is the fifth AMSP to be discovered, with a spin frequency of 314.4 Hz (Markwardt & Swank 2003). Between MJD 52796 and 52834, the object experienced an outburst during which 27 thermonuclear (type I) X-ray bursts were observed. This is the longest interval over which pulsations have been detected consistently. The data from this outburst were analysed previously, but with different emphases. Watts et al. (2005) and Watts & Strohmayer (2006) reported on the variability and energy dependence of these bursts, finding that the burst fractional amplitude (defined in the above papers) is constant during a burst and decreases with increasing photon energy. Papitto et al. (2007) presented a timing analysis and refined orbital parameters previously published. They noted the modulation in the pulse-phase residuals and attributed it to movement of the accretion hotspot as the accretion rate varies.

### 2.6.2 Observations

The source was observed by the RXTE Proportional Counter Array [RXTE PCA; Jahoda et al. (1996)], which consists of five proportional counter units (PCUs). During the course of an observation, different numbers of PCUs are turned on at different epochs, even within one data set. In order to accurately determine the background rate for each data set, the contribution from each PCU at all times must be tracked and accounted for. Data were collected in Event Mode over 64 energy channels (2–60 keV) with 125 µs time resolution. The data comprise 91 internally contiguous blocks lasting from 2 to 30 ks and span a total of 66 days. The X-ray flux was measured by fitting a phenomenological model consisting of blackbody and power-law components, each attenuated by neutral absorption, to spectra extracted from Standard-2 mode data in the range 2.5-25 keV. The Standard-2 mode has 129 energy channels and 16 s timing resolution.
2.6.3 Timing analysis

The data is processed using LHEASOFT\(^1\) version 5.3 (2003 November 17). We correct the photon times of arrival (TOAs) to the solar system barycentre. The X-ray flux is background subtracted using the RXTE/PCA Mission-Long Bright Source background model\(^2\). A separate response matrix is calculated for each observation to account for drift in the PCA gains. We remove all type I bursts from the data, subtracting all photons from 15 seconds before to 200 seconds after the burst peak; all the bursts have rise times of 1–8 s and last from 100–200 s (Watts et al. 2005).

The X-ray flux is plotted versus time in Figure 2.11. It rises over the first five days from \(3.5 \times 10^{-10}\) to \(4.4 \times 10^{-10}\) erg cm\(^{-2}\) s\(^{-1}\). It remains between \(4.4 \times 10^{-10}\) and \(5.1 \times 10^{-10}\) erg cm\(^{-2}\) s\(^{-1}\) for the next 30 days, exhibiting strong modulations. It then drops sharply over the next two days and falls below the sensitivity threshold \((0.2 \times 10^{-10}\) erg cm\(^{-2}\) s\(^{-1}\)) on MJD 52834. We analyse the first 37 days of data only (between the dashed vertical lines in Figure 2.11).

The published orbital parameters at the time of writing (Markwardt et al. 2003; Chung et al. 2006) are incomplete: neither reference quoted the epoch of mean phase \((t_{90})\). To extract this quantity, we select a long barycentre-corrected data span (observation ID 80418-01-03-00, lasting 30.024 ks) and correct for the satellite orbit using a trial \(t_{90}\) value. Any error in the trial \(t_{90}\) value, or any other orbital parameter, can be extracted by comparing the actual and expected TOAs. The TOA residuals obey equation (3) in Deeter et al. (1981).

The fifth term on the right-hand side of the latter equation shows that the residuals in \(t_{90}\) produce a sinusoidal variation in the TOAs, which we attempt to minimize. We also calculate corrections to the spin period by subtracting a linear trend from the TOAs, and the spin period derivatives by subtracting a quadratic trend [third term in Deeter et al. (1981)]. We do not attempt to correct for other effects as these three terms dominate. The revised orbital parameters are quoted in Table 2.1.

2.6.4 Pulse folding

We fold the light curves for each contiguous observing segment at the measured spin period for that segment, taking into account the first-order spin frequency derivative.

\(^1\)http://heasarc.gsfc.nasa.gov/lheasoft
\(^2\)http://heasarc.gsfc.nasa.gov/docs/xte/pca_news.html
Figure 2.11: Total flux of XTE J1814–338 (in units of $10^{-9}$ erg/cm$^2$/s) versus time (Modified Julian Date). Top: The entire 66 day outburst starting at MJD 52796. Bottom: The first 37 days. The flux is measured with the RXTE PCA in the energy band 2.5–25 keV. It is plotted with 1-$\sigma$ error bars. Overplotted is a quadratic polynomial which is later subtracted in order to extract the amplitude and period of the $\sim 12$-day modulation (the ‘bumps’ in the graph).
### 2.6. X-RAY TIMING ANALYSIS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barycentric spin period (s)</td>
<td>0.003181105669954(4)</td>
</tr>
<tr>
<td>Spin frequency derivative (Hz s(^{-1}))</td>
<td>(-7.2(3) \times 10^{-14})</td>
</tr>
<tr>
<td>Projected semimajor axis (lt s)</td>
<td>0.390626(2) (^a)</td>
</tr>
<tr>
<td>Epoch of (\pi/2) mean phase (MJD)</td>
<td>52808.8975258(4)</td>
</tr>
<tr>
<td>Orbital period (s)</td>
<td>15388.7238(2) (^a)</td>
</tr>
</tbody>
</table>

**Table 2.1:** Orbital parameters for XTE J1814–338.

\(^a\)Chuang et al. (2006)

The folded pulse profiles are then fitted with a sinusoid comprising first and second harmonic components, as with the simulations above, viz. \(a + b \sin(2\pi \gamma + c) + d \sin(4\pi \gamma + e)\), where \(0 \leq \gamma \leq 1\) denotes the pulse-phase. Fitting is done using the Levenberg-Marquardt nonlinear least-squares algorithm. Again, from the fitted parameters, we measure the fractional RMS of the first and second harmonic (\(b/\sqrt{2a}\) and \(d/\sqrt{2a}\) respectively) as well as the pulse-phase residuals of the first and second harmonic (\(\gamma_0 = 0.25 - c/2\pi\) and \(\gamma_1 = 0.125 - d/4\pi\) respectively).

Uncertainties in the fitted parameters are determined using the constant \(\chi^2\) boundary method (Press et al. 1986); i.e. \(b, c, d\) and \(e\) are iterated separately until \(\chi^2\) increases by unity relative to its minimum. We find that the constant \(\chi^2\) uncertainties are \(\approx 1.5\) times the raw standard deviation from the least-squares fit, \(\sigma_{fit}\). Henceforth, to simplify the extensive analysis, we use \(1.5\sigma_{fit}\) to qualify the uncertainties.

#### 2.6.5 First harmonic

In order to clarify whether to include the second harmonic of the observed pulse profile in any further analysis, we take the fitted parameters of the first harmonic to be the ‘true’ parameters and investigate the contribution of the second harmonic to the total signal. In the first 37 days of data, the first and second harmonic pulse-phase residuals \(\gamma_0\) and \(\gamma_1\) are similar. There is a 1.04% difference in their gradients, and a linear trend between the two can be fitted with a slope of unity lying within the 4\(\sigma\) limit. As for the fractional RMS, the first harmonic \(b/\sqrt{2a}\) shows a \(4.19 \times 10^{-4}\) day\(^{-1}\) increase over the first 37 days, whereas the second harmonic \(d/\sqrt{2a}\) decreases by \(3.94 \times 10^{-4}\) day\(^{-1}\).

We calculate the Lomb-Scargle periodogram (Lomb 1976; Press et al. 1986) for \(\gamma_0\), \(\gamma_1\), \(b/\sqrt{2a}\) and \(d/\sqrt{2a}\). The periodogram is discussed fully in Section 2.6.6. For now, we merely note that a significant (> 4.5\(\sigma\)) 12.2-day periodic signal is found in \(\gamma_0\) and \(b/\sqrt{2a}\). In the second harmonic, this signal is present.
in $\gamma_1$ at a 3.5$\sigma$ level, but absent in $d/\sqrt{2}a$. In order to test the quality of the data, we fit 12.2-day sine waves to $b/\sqrt{2}a$ and $d/\sqrt{2}a$. The 3$\sigma$ upper limit on the fractional amplitude of the fit in $d/\sqrt{2}a$ is 7.8%, whereas the best fit fractional amplitude in $b/\sqrt{2}a$ is 6.9%. We cannot therefore rule out the possibility that there is a hidden signal in the second harmonic fractional RMS.

For this reason, and since the first harmonic component of the fractional RMS dominates ($b/\sqrt{2}a \approx 0.103$, $d/\sqrt{2}a \approx 0.029$), we exclude the second harmonic fractional RMS from further consideration. We can also exclude $\gamma_1$ as it offers no additional information about the candidate precession signal. Nonetheless, in another object with a cleaner signal, or with better data, the pulse-phase residuals can yield extra information in principle, e.g. about the detailed form of the surface intensity map (Hartman et al. 2008).

Hartman et al. (2008) discussed how ‘red noise’ (long-time-scale correlations) affect each harmonic’s fractional RMS and pulse-phase residuals, causing them to vary independently. The authors use a common phase residual which is a weighted combination of $\gamma_0$ and $\gamma_1$, to minimise the intrinsic variation. We do not employ this technique as the same modulation appears in $\gamma_0$ and $\gamma_1$, and it is not detectable in the second harmonic fractional RMS.

### 2.6.6 Searching for precession

The three remaining quantities of interest are the total flux, fractional RMS and pulse-phase residuals of the first harmonic. As any longer period variation can mask shorter periods, a quadratic trend in the flux and a linear trend in the fractional RMS are subtracted, leaving the time series in Figure 2.12. To search for periodicities in these quantities, we construct a Lomb-Scargle periodogram, which calculates the significance of periodicities in unevenly sampled data (Lomb 1976; Press et al. 1986). The periodogram is plotted in Figure 2.13. The peak Lomb power is 18.1 for $\gamma_0$, 16.2 for $b/\sqrt{2}a$, and 16.4 for $a$. These Lomb powers correspond to a significance (the probability of a falsely detected signal) of order $10^{-6}$ for $\gamma_0$ and $10^{-5}$ for the other two quantities. The peak Lomb powers occur at periods $P_{\text{flux}} = 283 \pm 22$ hours, $P_{\text{phase}} = 293 \pm 21$ hours, and $P_{\text{RMS}} = 302 \pm 23$ hours respectively (refer to Figure 2.13). The uncertainties in these periods are obtained in Monte-Carlo fashion by adding quasi-random noise (a Gaussian distribution with the same standard deviation as the original data minus a pure sine wave with the respective periods $P_{\text{flux}}, P_{\text{phase}}$ and $P_{\text{RMS}}$) to noiseless signals with periods $P_{\text{flux}}, P_{\text{phase}}$ and $P_{\text{RMS}}$.

The three periods are consistent and imply a mean candidate precession
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Figure 2.12: Top: flux time series (folded on the spin period) after subtracting the long-term quadratic trend in Figure 2.11. Center: fractional RMS of the first harmonic component of the folded pulse profile after folding on the spin period. Bottom: Pulse-phase residuals of first harmonic. All quantities are in the energy band 2.5–25 keV and are plotted with 1-σ error bars, derived as explained in Section 2.6.2.
Figure 2.13: Lomb periodogram for the following time series. Top: mean flux. Center: fractional RMS. Bottom: pulse-phase residuals. Frequencies are measured in Hz.
2.7 Comparison between data and simulations

The only configuration for which the measured values of $\Delta \Gamma_{\text{phase--rms}}$, $\Delta \Gamma_{\text{flux--rms}}$, and $B_{\text{phase}}$ come close to matching the data within experimental errors is a...
Figure 2.14: Slow variation of the pulse characteristics refolded on the candidate precession period $P_p = 293$ hr. Top: mean flux. Center: fractional RMS of the first harmonic. Bottom: pulse-phase residuals of the first harmonic. Measurements are represented by open symbols; the binned profile is represented by the histogram. The fitted sinusoid (with DC offset) is depicted as a solid curve.
baxial star with one hotspot. This agrees with the single-hemispheric-hotspot model suggested by Muno et al. (2002). For $\theta = 3^\circ$, $\chi = 179.95^\circ$, $\phi = 210^\circ$, $\alpha < 0^\circ$, we find $\Delta \Gamma_{\text{phase-rms}} = 2.6$, $\Delta \Gamma_{\text{flux-rms}} = 1.0$ and $B_{\text{phase}} = 0.024$. We plot $\Gamma_{\text{flux}}, \Gamma_{\text{rms}}$, and $\gamma_0$, refolded over the model’s precession period, in Figure 2.15. The precession phase in the plots is offset to match the data (cf. Figure 2.14). The exact latitude of the hotspot does not affect these results, as mentioned previously (e.g. if $\alpha < 0^\circ$, then we would get the same results for $\chi = 0.05^\circ$).

The above model for XTE J1814−338 is unlikely a priori. Given that pulsars are oriented randomly relative to an observer, the likelihood of observing a pulsar with $\chi < 1^\circ$ or $\chi > 179^\circ$ is 0.008%. In fact, 95% of the sky area covers the range $18^\circ \lesssim \chi \lesssim 162^\circ$. Secondly, for such a small inclination angle, $n$ traces a small circle on the pulsar’s surface during each rotation, resulting in a smaller (< 1%) fractional RMS than the $\sim 12\%$ level seen in the data.

For configurations with $1^\circ < \chi < 179^\circ$, our simulations fail to match the data. The relative precession phases of the fractional RMS, mean flux and phase residuals do not fall within $1\sigma$ of the measured values. Hence, if $\chi$ truly does lie in the above range, two scenarios are possible.

**Scenario 1**

If the 293-hr modulation in the data is a real precession signal, our model is incomplete. For example, the intensity map may be more complicated in reality than equations (2.11) or (2.12, perhaps explaining the discrepancy between the simulations and the data in $\Delta \Gamma_{\text{flux-rms}}$ and $\Delta \Gamma_{\text{phase-rms}}$.

Unlike $\Delta \Gamma_{\text{flux-rms}}$ and $\Delta \Gamma_{\text{phase-rms}}$, it is possible to match $B_{\text{phase}}$ for a relatively broad range of $\chi$. For one hotspot, the simulations match $(0.021 \leq B_{\text{phase}} \leq 0.027)$ for $6^\circ \leq \theta \leq 10^\circ$. For a triaxial star, the match occurs at certain combinations of $\theta$ and $\chi$ (see Figure 2.7), with the most probable combination drawn from $5^\circ \leq \theta \leq 8^\circ$ and $60^\circ \leq \chi \leq 120^\circ$. Although this agreement is insufficient as a proof of precession without an intensity map that also reproduces $\Delta \Gamma_{\text{flux-rms}}$ and $\Delta \Gamma_{\text{phase-rms}}$, it does provide some insight as to what the tilt angle would be in such a scenario.

Although we did not include the type I bursts in our analysis, the phase residuals of the burst oscillations are phase-locked with the non-accreting pulse phase residuals and are modulated on the same time-scale over the span of data that we use (Watts et al. 2008b). This supports the precession model since precession of the entire pulsar would move the burst location(s) along with the non-accreting regions. The pulses from both areas would therefore be
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Figure 2.15: Refolded simulated time series for the best match configuration ($\theta = 3^\circ$, $\chi = 179.95^\circ$, $\phi = 210^\circ$, $\alpha = 45^\circ$). $\Delta \Gamma_{\text{flux--rms}} = 1.0$ and $B_{\text{phase}} = 0.024$ match the data, but $\Delta \Gamma_{\text{phase--rms}} = 2.6$ lies slightly outside the $1 - \sigma$ error bar. Top: mean flux. Center: fractional RMS of the first harmonic. Bottom: pulse-phase residuals of the first harmonic. Simulated data are graphed as solid curves. Best-fit sinusoid is graphed as a dashed curve.
modulated in the same way.

Assuming a precession period of 293 hours and a tilt angle of $6^\circ$, equation (2.1) implies $\epsilon \sim 10^{-9}$ for XTE J1814–338. The gravitational wave strain $h_0$ at Earth from a biaxial rotator is given by

$$ h_0 = \frac{16\pi^2 G \epsilon I_0 \Omega_*^2}{c^4 d}, $$

(2.13)

where $G$ is the gravitational constant, $c$ is the speed of light, $I_0$ is the star’s moment of inertia and $d$ is the distance to the source. For XTE J1814–338, we have $d \approx 8 \pm 1.6$ kpc (Strohmayer et al. 2003) and $Rc^2/GM > 4.2$ (Bhattacharya et al. 2005), where $R$ is the star’s radius, implying $10^{-28} \leq h_0 \leq 10^{-27}$.

**Scenario 2**

If the 293-hr modulation is not due to precession [e.g. the hotspot may drift periodically around the star (Papitto et al. 2007), or variations in the accretion rate may induce hotspot motion (Patruno et al. 2009)], then either the precession is heavily damped, making $\theta$ very small, or $\epsilon$ itself is smaller than expected.

If it is rigid, the star has a nonzero ellipticity for the reasons listed in Section 2.1. However, in reality the star is elastic and probably contains a superfluid interior. Hence precession is damped via internal dissipation and gravitational radiation (Cutler & Jones 2001). Internal dissipation generally dominates. Based on calculations by Alpar & Saulis (1988), the time-scale for damping the tilt angle Bondi & Gold (1955) is predicted to be between 400 and $10^4$ precession periods. This effect or a small ellipticity, or some combination of both, lengthens the precession period beyond the $\sim 37$-day observation window for $\epsilon \cos \theta < (P_*/37$-d), i.e. $\epsilon \cos \theta \leq 9.9 \times 10^{-10}$. This implies $h_0 \leq 10 \times 10^{-27} \cos(\theta)^{-1}$.

**2.8 Conclusion**

By analyzing X-ray timing data from the accreting millisecond pulsar XTE J1814–338, we find a 12.2-day periodicity in the mean flux, fractional RMS, and pulse-phase residuals of the first harmonic of the folded pulse. We measure two precession phase offsets relating these three quantities ($\Delta \Gamma_{\text{phase--rms}} = 3.1 \pm 0.2$ rad and $\Delta \Gamma_{\text{flux--rms}} = 0.7 \pm 0.3$ rad) as well as the amplitude of the
pulse-phase residuals, $B_{\text{phase}} = 0.024 \pm 0.003$.

Simulations of biaxial and triaxial precessing pulsars with one and two hotspots are also performed for a range of inclination angles ($0^\circ \leq \chi \leq 180^\circ$), tilt angles ($\theta \leq 10^\circ$), and hotspot latitudes ($-85^\circ \leq \alpha \leq 85^\circ$). $B_{\text{phase}}$ is found to depend on the tilt angle, while $\Delta \Gamma_{\text{phase-rms}}$ and $\Delta \Gamma_{\text{flux-rms}}$ depend on the relative orientations of the line-of-sight and the hotspot(s). We find no significant dependence on the initial longitude at which the line-of-sight intersects the star except for small (< 1°) inclination angles.

Comparing the data with the simulations, we are unable to find a model configuration which matches the measured $\Delta \Gamma_{\text{phase-rms}}$ or $\Delta \Gamma_{\text{flux-rms}}$, unless we choose $0^\circ \leq \chi \leq 1^\circ$ (or $179^\circ \leq \chi \leq 180^\circ$), an a priori unlikely orientation. However, we are able to match $B_{\text{phase}}$ for a range of tilt angles $5^\circ \leq \theta \leq 10^\circ$, if we are prepared to tolerate a discrepancy of 50° in $\Delta \Gamma_{\text{phase-rms}}$ and 55° in $\Delta \Gamma_{\text{flux-rms}}$ between the data and the model. One can therefore draw two possible conclusions: either the star is precessing but our surface intensity map is too simplistic, or the source is not precessing. If we attribute the 12.2-d periodicity to precession, this implies an ellipticity of $\epsilon \leq 3 \times 10^{-9}$, a gravitational wave strain $h_0 \leq 10^{-27}$, and hence a signal-to-noise ratio of $10^{-3}$ for initial LIGO and $10^{-2}$ for advanced LIGO (for a coherent 120-day search). On the other hand, if the precession is damped by internal dissipation ($\theta$ is small), or the precession period is much longer than the 37-day data span ($\epsilon$ is small), some other mechanism must cause the observed modulation. In this scenario, we find $\epsilon \cos \theta \leq 9.9 \times 10^{-10}$ and $h_0 \leq 10 \times 10^{-27} \cos(\theta)^{-1}$.

Although we face a negative result for this particular source, this chapter establishes a framework for analyzing modulations in X-ray flux from AMSPs for a range of geometrical configurations and surface intensity maps. We anticipate that the framework will be applied to other AMSPs in the future. Given the values of $\epsilon$ inferred from the gravitational-wave stalling hypothesis (Bildsten 1998) and the theoretical models, e.g. of magnetic mountains (Payne & Melatos 2006; Vigelius & Melatos 2008), it is clear that long-term X-ray monitoring of AMSPs (over years) is essential for predicting, and then searching for, their gravitational wave signal.

Lyne et al. (2010) presented evidence that the periodic modulation seen in PSR B1828–11, thought to be the most concrete evidence of free precession to date, is due instead to timing noise caused by changes in the magnetic geometry of the pulsar magnetosphere. This effect is seen in six pulsars, in which the spin-down rate changes quasi-periodically, and is linked to changes in the pulse shape, pulse mode changing, nulling, and intermittency. [Lyne et al. (2010) appeared after this thesis was submitted.]
3 Designing a cross-correlation search for continuous-wave gravitational radiation from a neutron star in the supernova remnant SNR 1987A

3.1 Introduction

The Laser Interferometer Gravitational Wave Observatory (LIGO) achieved its design sensitivity during its fifth science run (S5). Analysis of S5 data is progressing well, with new upper limits being placed on the strength of various classes of burst sources (Abbott et al. 2009f), stochastic backgrounds (Giampanis 2008; Abbott et al. 2009b) and continuous-wave sources (Abbott et al. 2009a,c,g). In some cases, the LIGO limits on astrophysical parameters beat those inferred from electromagnetic astronomy, e.g. the maximum ellipticity and internal magnetic field strength of the Crab pulsar (Abbott et al. 2008b, 2009g).

Aspherical, isolated neutron stars constitute one promising class of continuous-wave source candidates (Ostriker & Gunn 1969). The origin of the semi-permanent quadrupole in these objects can be thermoelastic (Melatos 2000; Ushomirsky et al. 2000; Nayyar & Owen 2006; Haskell et al. 2008; Haskell 2008) or hydromagnetic (Bonazzola & Gourgoulhon 1996; Cutler 2002). A coherent search for 78 known radio pulsars was performed on S3 and S4 LIGO and GEO 600 data. Upper limits on the ellipticities of these pulsars were obtained, the smallest being \( \epsilon \leq 7.1 \times 10^{-7} \) for PSR J2124–3358 (Abbott et al. 2007f). More recently, a coherent search for 116 known pulsars was carried out using data from both the LIGO and Virgo detectors, placing an upper limit of \( \epsilon < 7.0 \times 10^{-8} \) for PSR J2124–3358. Young, isolated neutron stars are
arguably the strongest emitters of the class, because their quadrupoles have had less time to relax, e.g. viscoelastically or resistively.

The youngest isolated neutron star accessible to LIGO probably resides in the supernova remnant SNR 1987A. The coincident detection of neutrino bursts from the supernova by detectors all over the world confirmed the core-collapse event, strongly indicating the formation of a neutron star (Aglietta et al. 1987; Hirata et al. 1987; Bionta et al. 1987; Bahcall et al. 1987).\(^1\) Constraints have been placed on the magnetic field strength, spin period, and other birth properties of the putative neutron star (Michel 1994; Ögelman & Alpar 2004); see Section 3.2 for details. However, searches for a pulsar in SNR 1987A have yielded no confirmed sightings; upper limits on its luminosity have been placed in the radio, optical and X-ray bands (Percival et al. 1995; Burrows et al. 2000; Manchester 2007). An unconfirmed detection of a transitory 467.5 Hz optical/infra-red pulsation in SNR 1987A was reported by Middleditch et al. (2000).

The likely existence of a young neutron star in SNR 1987A makes it a good target for gravitational wave searches (Piran & Nakamura 1988; Nakamura 1989). A coherent matched filtering search was carried out in 2003 with the TAMA 300 detector, searching $1.2 \times 10^3$ hours of data from its first science run over a 1-Hz band centered on 934.9 Hz, assuming a spin-down range of $(2–3) \times 10^{-10}$ Hz s\(^{-1}\). The search yielded an upper limit on the wave strain of $5 \times 10^{-23}$ (Soida et al. 2003). An earlier matched filtering search was conducted using $10^2$ hours of data taken in 1989 by the Garching prototype laser interferometer. The latter search was carried out over 4-Hz bands near 2 kHz and 4 kHz, did not include any spin-down parameters, and yielded an upper limit of $9 \times 10^{-21}$ on the wave strain (Niebauer et al. 1993).

There are two main types of continuous-wave LIGO searches: coherent and semi-coherent. The former demand phase coherence between the signal and search template over the entire time series. Although sensitive, they are restricted to small observation times and parameter ranges as they are computationally intensive. Semi-coherent searches break the full time series into many small chunks, analyse each chunk coherently, then sum the results incoherently, trading off sensitivity for computational load. Santostasi et al. (2003) discussed the detectability of gravitational waves from SNR 1987A, estimating

\(^1\) An unconfirmed correlation was also reported between data taken by the Mont Blanc and Kamioka neutrino detectors and gravitational wave detectors in Maryland and Rome (Amaldi et al. 1989; Galeotti et al. 2008; Dadykin & Ryazhskaya 2009). If confirmed, these observations are consistent with a weak neutrino pulsar operating briefly during the core-collapse event.
3.2 A young neutron star in SNR 1987A

SNR 1987A is the remnant of a Type II core-collapse supernova which occurred in February 1987, 51.4 kpc away in the Large Magellanic Cloud (α = 5h 35m 28.03s, δ = −69° 16′ 11.79″) (see reviews by Panagia 2008 and in Immler et
Its progenitor was the blue supergiant Sk 1 (Panagia 1987; Gilmozzi et al. 1987; Barkat & Wheeler 1988; Woosley et al. 2002). The colour of the progenitor, as well as the origin of the complex three-ring nebula in the remnant, are still unexplained. Detailed simulations of the evolutionary history of Sk 1, performed by Podsiadlowski et al. (2007), support the theory that two massive stars merged to form an oversized $20M_\odot$ red supergiant $2 \times 10^5$ years before the supernova, which eventually shrank as its envelope evaporated (e.g. Podsiadlowski & Joss 1989; Podsiadlowski et al. 1990). An alternative theory suggests that Sk 1 was instead a single 18–20 $M_\odot$ red supergiant which evolved into a blue supergiant via wind-driven mass loss (e.g. Woosley 1988; Saio et al. 1988; Sugerman et al. 2005).

There is strong evidence for the existence of a neutron star in SNR 1987A. The progenitor mass range required to produce Type II supernovae, 10–25 $M_\odot$, which includes the above evolutionary scenarios, is the same range required to produce neutron star remnants (Woosley et al. 2002; Heger et al. 2003). The secure neutrino detections mentioned in Section 3.1 support this conclusion. Although there have been no confirmed pulsar detections, numerous searches have placed upper limits on the flux and luminosity at radio ($< 115 \mu$Jy at 1390 MHz, Manchester 2007), optical/near-UV ($< 8 \times 10^{33}$ erg s$^{-1}$, Graves & et al. 2005), and soft X-ray ($< 2.3 \times 10^{34}$ erg s$^{-1}$, Burrows et al. 2000) wavelengths. Middleditch et al. (2000) reported finding an optical pulsar in SNR 1987A with a frequency of 467.5 Hz, modulated sinusoidally with a $\sim 1$-ks period, consistent with precession for an ellipticity of $\epsilon \sim 10^{-6}$. However, the pulsations were reported to have disappeared after 1996 (Middleditch et al. 2000) and were never confirmed independently. It has also been suggested that the neutron star formed from the supernova may have subsequently collapsed to form a black hole (Chevalier 1992). However, this scenario is unlikely as the initial mass of the progenitor was well below the $\approx 40M_\odot$ required to form a black hole (Woosley et al. 2002; Heger et al. 2003).

There are several possible reasons why a pulsar in SNR 1987A has not yet been detected. If its spin period is greater than 0.1 s, it would not be bright enough to be detectable in the optical band (Pacini & Salvati 1987; Manchester 2007). If the radio emission is incoherent or the emission region is patchy, the pulses may have been missed, even if the beam width is as wide as is typical for young pulsars (Manchester 2007). Shternin & Yakovlev (2008) argued that, although the neutron star’s theoretical X-ray luminosity exceeds the observational upper limits by a factor of 20–100, the current upper limits still allow for concealment behind an opaque shell formed by fallback (Woosley
However, simulations by Fryer et al. (1999) suggest that, once fallback ceases, the accreted material cools, leaving no obscuring atmosphere.

Another possible reason why a pulsar has not yet been detected is that its magnetic field is too weak. The weak-field theory is supported by theoretical models, in which the field grows only after the neutron star is formed and can take up to $10^3$ years to develop (e.g. Blandford & Romani 1988; Reisenegger 2003). A growth model for SNR 1987A was proposed by Michel (1994), in which the magnetic field of a millisecond pulsar intensifies from $10^{10}$ G at birth to $\sim 10^{12}$ G after several hundred years (exponential and linear growth were considered, yielding growth times of $\sim 0.3–0.7$ kyr), before the pulsar has time to spin down significantly. In an alternative model, the neutron star is born with a strong magnetic field, which is amplified during the first few seconds of its life by dynamo action (e.g. Duncan & Thompson 1992; Bonanno et al. 2005).

Assuming this model, measurements of the known spin periods of isolated radio pulsars imply a distribution of birth magnetic field strengths between $10^{12}$ G and $10^{13}$ G (Arzoumanian et al. 2002; Faucher-Giguère & Kaspi 2006). Several birth scenarios for the pulsar in SNR 1987A were considered by Ögelman & Alpar (2004) in this context, who concluded that the maximum magnetic dipole moment is $< 1.1 \times 10^{26}$ G cm$^3$, $2.5 \times 10^{28}$ G cm$^3$, and $2.5 \times 10^{30}$ G cm$^3$ for birth periods of 2 ms, 30 ms, and 0.3 s respectively. However, the dynamo model also accommodates a magnetar in SNR 1987A, with magnetic dipole moment $> 2.4 \times 10^{34}$ G cm$^3$, regardless of the initial spin period (Ögelman & Alpar 2004).

Estimates of the birth spin of the pulsar in SNR 1987A are more uncertain. Simulations of the bounce and post-bounce phases of core collapse were performed by Ott et al. (2006) to determine the correlation between progenitor properties and birth spin. These authors found proto-neutron star spin periods of between 4.7–140 ms, proportional to the progenitor’s spin period. A Monte Carlo population synthesis study using known velocity distributions (Arzoumanian et al. 2002) favoured shorter millisecond periods, but a similar population study by Faucher-Giguère & Kaspi (2006) argued that the birth spin periods could be as high as several hundred milliseconds. Faint, non-pulsed X-ray emission from SNR 1987A was first observed four months after the supernova and decreased steadily in 1989 (Dotani et al. 1987; Inoue et al. 1991), leading to the suggestion that a neutron star could be powering a plerion that is partially obscured by a fragmented supernova envelope. Bandiera et al. (1988) modelled the X-ray spectrum from a nebula containing a central pulsar, with a magnetic field of $10^{12}$ G and an expansion rate of $5 \times 10^8$ cm
3.3 The cross-correlation algorithm

In this section, we briefly summarise the cross-correlation method described in Dhurandhar et al. (2008), a semi-coherent search algorithm designed specifically to search for continuous-wave gravitational radiation. It operates on Short Fourier Transforms (SFTs) of data segments of length $\Delta T = 30$ min, whose duration is chosen to minimise the Doppler effects due to Earth’s rotation. In each SFT, the $k$th frequency bin corresponds to the frequency $\nu_k = k/\Delta T$ for $0 \leq k \leq N/2$ and $\nu_k = (k - N)/\Delta T$ for $N/2 \leq k \leq N - 1$, where $N$ is the total number of frequency bins in the SFT.

The output $x(t)$ of a detector is the sum of the instantaneous noise, $n(t)$, and the gravitational wave signal, $h(t)$. The noise is assumed to be zero mean, stationary, and Gaussian. Its power is characterised by $S_n(\nu)$, the single-sided power spectral density (i.e. the frequency-dependent noise floor) in the following way:

$$\langle \tilde{n}(\nu)^* \tilde{n}(\nu') \rangle = \frac{1}{2} S_n(\nu) \delta(\nu - \nu'),$$  \hspace{1cm} (3.1)

where $^*$ denotes complex conjugation. Therefore, in the low signal limit ($|h(t)| \ll |n(t)|$), the power in the $k$-th frequency bin of SFT $I$ can be approximated by

$$\langle |\tilde{x}_{k,I}|^2 \rangle \approx \frac{\Delta T}{2} S_n(\nu_k),$$  \hspace{1cm} (3.2)

where we apply the finite time approximation to the delta function in (3.1), i.e. $\delta_{\Delta T}(\nu) = \sin(\pi\nu\Delta T)/(\pi\nu)$.

In the cross-correlation algorithm, SFTs are paired according to some criterion (e.g. time lag or interferometer combination) and multiplied to form the raw cross-correlation variable

$$Y_{k,IJ} = \frac{\tilde{x}_{k,I}^* \tilde{x}_{k',J}}{(\Delta T)^2},$$  \hspace{1cm} (3.3)

where $I$ and $J$ index the SFTs in the pair. The gravitational wave signal is assumed to be concentrated in a single frequency bin in each SFT (because $\Delta T \ll \nu/\dot{\nu}$ due to sidereal or intrinsic effects), whose index is denoted by $k$ or $k'$. The frequency bins in the two SFTs are not necessarily the same; they are related by the time lag between the pair and between interferometers, as well as spin-down and Doppler effects. For an isolated source, the instantaneous
frequency at time $t$ is given by

$$\nu(t) = \tilde{\nu}(t) + \nu(t) \frac{v \cdot n}{c},$$

(3.4)

where $\tilde{\nu}(t)$ is the instantaneous frequency in the rest frame of the source, $v$ is the detector velocity relative to the source, $n$ is the position vector pointing from the detector to the source, and $c$ is the speed of light. The instantaneous signal frequencies in SFTs $I$ and $J$, $\nu_I$ and $\nu_J$, are calculated at the times corresponding to the midpoints of the SFTs, $T_I$ and $T_J$. The frequency bin $k'$ is therefore shifted from $k$ by an amount $\Delta T \delta \nu_{IJ}$, with $\delta \nu_{IJ} = \nu_J - \nu_I$ (Dhurandhar et al. 2008). For convenience, we now drop the subscripts $k, k'$.

In the low signal limit, $Y_{IJ}$ is a random, complex variable. The cross-correlation statistic comprises a weighted sum of $Y_{IJ}$ over all pairs $IJ$. $Y_{IJ}$ has variance $\sigma^2_{IJ} = S_n^{(I)}(\nu_I) S_n^{(J)}(\nu_J) / (4 \Delta T^2)$, where $S_n^{(I)}(\nu_I)$ is the power spectral density of SFT $I$ at frequency $\nu_I$, and $S_n^{(J)}(\nu_J)$ is the power spectral density of SFT $J$ at frequency $\nu_J$.

The parameters describing the amplitude and the phase of the signal are contained within the signal cross-correlation function $\hat{G}_{IJ}$, defined as

$$\hat{G}_{IJ} = \frac{1}{4} e^{-i \Phi_{IJ}} e^{-i \pi \Delta T [\nu_I(T_I) - \nu_J(T_J)]} \left[ F_{\perp} F_{\perp} + A_+^2 + F_{\times} F_{\times} + A_-^2 \right]$$

$$-i(F_{\perp} F_{\perp} - F_{\times} F_{\times}) A_+ A_-,$$

(3.5)

with $\Phi_{IJ} = \Phi_I(T_I) - \Phi_J(T_J)$. $\Phi_I(T_I)$ and $\nu_I(T_I)$ are the phase and frequency at time $T_I$, whereas $\Phi_J(T_J)$ and $\nu_J(T_J)$ are evaluated at time $T_J$. Note that there is an error in the definition of $\Delta \Phi_{IJ}$ in Dhurandhar et al. (2008), in which the authors assume $T_I = T_J$, and the term $e^{-i \pi \Delta T [\nu_I(T_I) - \nu_J(T_J)]}$ is left out. We provide a full derivation of $\hat{G}_{IJ}$ in Chapter 4. The phase factors are determined by the astrophysical phase model described in Section 3.5.

The terms in square brackets in (3.5) depend on the polarization angle $\psi$, and the inclination angle $\iota$ between $n$ and the rotation axis of the pulsar, in the following way:

$$A_+ = \frac{1 + \cos^2 \iota}{2},$$

(3.6)

$$A_\times = \cos \iota,$$

(3.7)

$$F_{\perp}(t; n, \psi) = a(t; n) \cos 2\psi + b(t; n) \sin 2\psi,$$

(3.8)

$$F_{\times}(t; n, \psi) = b(t; n) \cos 2\psi - a(t; n) \sin 2\psi,$$

(3.9)

where $a(t; n)$ and $b(t; n)$ are the detector response functions for a given sky
position, and are defined in equations (12) and (13) of Jaranowski et al. (1998). The gravitational wave strain tensor is

\[ \mathcal{h}(t) = h_0 \mathbf{A}_+ \cos \Phi(t) \mathbf{e}_+ + h_0 \mathbf{A}_x \sin \Phi(t) \mathbf{e}_x \] (3.10)

where \( h_0 \) is the gravitational wave strain, and \( \mathbf{e}_+, \mathbf{e}_x \) are the basis tensors for the + and \( \times \) polarizations in the transverse-traceless gauge.

In principle, one should search over the unknowns \( \cos \iota \) and \( \psi \), but this adds to the already sizeable computational burden. Accordingly, it is customary to average over \( \cos \iota \) and \( \psi \) when computing \( \tilde{G}_{IJ} \), with

\[ \langle \tilde{G}_{IJ} \rangle = \frac{1}{10} \exp^{-i \Delta \Phi_{13}} e^{-i \pi \Delta T [\nu_i(T_i) - \nu_j(T_j)]} (a_I a_J + b_I b_J), \] (3.11)

where \( a_{I,J} = a(T_{I,J}; \mathbf{n}) \) and \( b_{I,J} = b(T_{I,J}; \mathbf{n}) \). Once the first-pass search is complete, a follow-up search on any promising candidates can then be performed, which searches explicitly over \( \cos \iota \) and \( \psi \). Preliminary Monte Carlo tests indicate that the detection statistic resulting from (3.11) is approximately 10–15\% smaller than if the exact \( \cos \iota \) and \( \psi \) values are used [see Chapter 4 for a detailed comparison].

The cross-correlation detection statistic is a weighted sum of \( Y_{IJ} \) over all pairs, and is given by

\[ \rho = \Sigma_{I,J} (u_{IJ} Y_{IJ} + u^*_{IJ} Y^*_{IJ}), \] (3.12)

where the weights are defined by

\[ u_{IJ} = \frac{\tilde{G}^*_{IJ}}{\sigma_{IJ}}. \] (3.13)

For each frequency and sky position that is searched, we obtain one real value of \( \rho \), which is a sum of the Fourier power from all the pairs. Ignoring self-correlations (i.e., no SFT is paired with itself), the mean of \( \rho \) is given by \( \mu_\rho = h^2_0 \Sigma_{I,J} |u_{IJ}|^2 \sigma^2_{IJ} \). In the low signal limit, the variance of \( \rho \) is \( \sigma^2_\rho = 2 \Sigma_{I,J} |u_{IJ}|^2 \sigma^2_{IJ} \). In the presence of a strong signal, and if self-correlations are included, \( \mu_\rho \) and \( \sigma^2_\rho \) scale as \( h^4_0 \) (Dhurandhar et al. 2008). We provide a detailed derivation of how \( \mu_\rho \) and \( \sigma_\rho \) depend on \( h_0 \) in Chapter 4.
3.4 Sensitivity

3.4.1 Detection threshold

Detection candidates are selected if they exceed a threshold value, $\rho_{\text{th}}$. For a given false alarm rate $\alpha$, this threshold is given by (Dhurandhar et al. 2008)

$$\rho_{\text{th}} = 2^{1/2} \sigma_{\rho} \text{erfc}^{-1}(2\alpha/N), \tag{3.14}$$

where erfc is the complementary error function, and $N$ is the number of search templates used. In the presence of a signal, the detection rate for events with $\rho > \rho_{\text{th}}$ is given by

$$\gamma = \frac{1}{2} \text{erfc} \left( \frac{\rho_{\text{th}} - \mu_{\rho}}{\sqrt{2} \sigma_{\rho}} \right). \tag{3.15}$$

As $\mu_{\rho} \propto h_0^2$, one can calculate the lowest gravitational wave strain that is detectable by the search to be (Dhurandhar et al. 2008)

$$h_{\text{th}}(\nu) = \frac{S^{1/2}}{\sqrt{2} \langle |\tilde{G}_{IJ}|^2 \rangle^{1/4} N_{\text{pairs}}^{1/4} \Delta T^{1/2}} \left[ \frac{S_n(\nu)}{\text{Hz}^{-1}} \right]^{1/2}. \tag{3.16}$$

In (3.16), we define $S = \text{erfc}^{-1}(2\alpha)+\text{erfc}^{-1}(2\beta)$, $\beta$ is the false dismissal rate, $\langle |\tilde{G}_{IJ}|^2 \rangle$ is the mean-square of the signal cross-correlation function defined in (3.5), $N_{\text{pairs}}$ is the number of SFT pairs, and $S_n(\nu)$ is the single-sided power spectral density of the interferometers (assumed to be identical).

One can estimate $\langle |\tilde{G}_{IJ}|^2 \rangle^{1/4}$ theoretically for the special case where $T_I = T_J$ and $\tilde{G}_{IJ}$ is averaged over cos $\iota$, $\psi$, and sidereal time. In this case, the primary contribution to $\Delta \Phi_{IJ}$ is the term $[\mathbf{r}(T_I) - \mathbf{r}(T_J)] \cdot \mathbf{n}/c$, where $\mathbf{r}(t)$ is the position of the detector at time $t$ in the frame of the solar system barycentre. Under these assumptions, equation (3.11) can be expressed in terms of the overlap reduction function (Whelan 2006), which depends only on $\nu, \alpha,$ and $\delta$. For SNR 1987A, we have $(\alpha, \delta) = (1.31931 \text{ rad}, -1.20899 \text{ rad})$, and hence $\langle |\tilde{G}_{IJ}|^2 \rangle^{-1/4} = 5.2312$. Assuming $\alpha = \beta = 0.1$, $\Delta T = 1800 \text{ s}$, and $N_{\text{pairs}} = 10^5$, equation (3.16) gives

$$h_{\text{th}}(\nu) = 7.48 \times 10^{-3} \left[ \frac{S_n(\nu)}{\text{Hz}^{-1}} \right]^{1/2}. \tag{3.17}$$

Figure 3.1 is a graph of $h_{\text{th}}$ as a function of $\nu$. The values of $S_n(\nu)$ are based on LIGO’s S5 noise characteristics.\(^2\) The S5 run began in November 2005 and accumulated a year’s worth of triple coincidence data. For a signal from SNR

\(^2\)Available at http://www.ligo.caltech.edu/ jzweizig/distribution/LSC_Data
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Figure 3.1: Theoretical sensitivity of the cross-correlation search for SNR 1987A as a function of gravitational wave frequency (blue curve). The horizontal red line shows the indirect, age-based limit.

1987A to be detectable, we must have $h_{\text{th}} \leq h_0$.

3.4.2 Minimum ellipticity and indirect, age-based limit

The deformation of a neutron star is parameterised by its ellipticity $\epsilon$. The gravitational wave strain at Earth emitted by a biaxial neutron star is

$$h_0 = \frac{4\pi^2 G I \epsilon \nu^2}{c^4 D}$$  \hspace{1cm} (3.18)

where $G$ is Newton’s gravitational constant, $c$ is the speed of light, $I$ is the moment of inertia, $D$ is the distance to the source, and $\nu$ is the gravitational wave frequency, assumed to be twice the spin frequency (Jaranowski et al. 1998).

An upper limit on $h_0$ can be derived from existing electromagnetic data by assuming all the observed spin down comes from the gravitational wave torque, i.e. the observed frequency derivative $\dot{\nu}$ satisfies $\dot{\nu} = -(32\pi^4 G c^2 I \nu^5)/(5c^5)$ (Wette et al. 2008). Combining this with (3.18) to eliminate $\epsilon$ gives

$$h_0 \leq \frac{1}{D} \left( \frac{5G I |\dot{\nu}|}{2c^3 \nu} \right)^{1/2}.$$  \hspace{1cm} (3.19)
3.5. AN ASTROPHYSICAL MODEL FOR THE GRAVITATIONAL WAVE PHASE

Hence, for SNR 1987A to be detectable (i.e. \( h_{\text{th}} \leq h_0 \)), we require

\[
h_{\text{th}}(\nu) \leq 1.66 \times 10^{-20} \left( \frac{|\dot{\nu}|}{\nu} \right)^{1/2} \left( \frac{D}{51.4 \text{kpc}} \right)^{-1} \quad (3.20)
\]

Unfortunately, without having observed any pulsations from SNR 1987A, it is impossible to determine \( \nu \) or \( |\dot{\nu}| \) a priori. Instead, we note that \( \dot{\nu} \) can be re-expressed in terms of the characteristic age of the source, \( \tau_c = \nu/(4|\dot{\nu}|) \), assuming that \( \nu \) today is much less than \( \nu \) at birth. The factor 4 arises if one assumes the gravitational radiation dominates electromagnetic spin down, in order to remain consistent with (3.19); in reality, electromagnetic spin down is expected to dominate, with \( \tau_c = \nu/(2|\dot{\nu}|) \). Equation (3.20) then reduces to

\[
h_{\text{th}}(\nu) \leq 3.39 \times 10^{-25} \left( \frac{\tau_c}{19 \text{ yr}} \right)^{-1/2} \left( \frac{D}{51.4 \text{kpc}} \right)^{-1}. \quad (3.21)
\]

The right-hand side of (3.21) is graphed as a horizontal dashed line in Figure 3.1. The detectability condition (3.21) is then satisfied for spins in the range \( 120 \text{ Hz} \lesssim \nu \lesssim 250 \text{ Hz} \). Note that we have chosen \( \tau_c = 19 \text{ yr} \), the age of SNR 1987A in 2006 when the S5 search began.

3.5 An astrophysical model for the gravitational wave phase

All continuous wave searches to date have used the standard model for the gravitational wave phase, described in terms of a Taylor expansion involving spin frequency derivatives (Jaranowski et al. 1998). For a young object like SNR 1987A, which spins down rapidly, it is not computationally feasible to search over the six or more frequency derivatives typically needed to track the phase accurately. In this section, we present an alternative model for the gravitational wave phase, stated in terms of astrophysical parameters (i.e. the magnetic field strength and the neutron star ellipticity) instead of spin frequency derivatives. It tracks the phase exactly using four parameters.

The phase of a slowly evolving gravitational wave signal,

\[
\Phi(t) = \Phi(t_0) + 2\pi \int_{t_0}^{t} dt \nu(t), \quad (3.22)
\]
can be approximated by the Taylor expansion (Jaranowski et al. 1998)

\[ \Phi(t) = \Phi(t_0) + 2\pi \sum_{k=0}^{s} \nu^{(k)} \frac{t^{k+1}}{(k+1)!} + \frac{2\pi \mathbf{n} \cdot \mathbf{r}(t_0)}{c} \sum_{k=0}^{s} \nu^{(k)} \frac{t^k}{k!} \quad (3.23) \]

where \( \nu^{(k)} \) is the \( k \)-th derivative of the gravitational wave frequency at time \( t_0 \), and \( s \) is the number of spin-down parameters required to achieve a given accuracy. The computational cost of using (3.23) is substantial for rapidly decelerating objects. For a maximum allowable phase error of one cycle, the maximum bin size in the \( k \)-th derivative is \( \nu^{(k)} \Delta \nu^{(k)} = (k+1)!/T_{\text{lag}}^k \), implying \( N_k \approx \nu^{(k)}/\Delta \nu^{(k)} \) templates in that derivative and \( N_{\text{total}} = \prod_{k=0}^{s} N_k \) templates overall. We discuss this matter further in Section 3.6.2.

To improve on the above situation, we recognize that \( \dot{\nu} \) for an isolated neutron star is the sum of gravitational-wave and electromagnetic torque contributions:

\[ \dot{\nu} = -\frac{32\pi^4 G^2 I \nu^5}{5c^5} - \frac{2\pi^3 R_*^6 B^2 \nu^n}{3\mu_0 I c^3} \left( \frac{\pi R_*}{c} \right)^{n-3} \quad (3.24) \]

\[ = -Q_1 \nu^5 - Q_2 \nu^n, \quad (3.25) \]

where \( R_* \) is the neutron star radius, \( B \) is the polar magnetic field, \( n \) is the electromagnetic braking index (theoretically equal to 3, but could be as low as 1.8; Melatos 1997; Palomba 2005). Assuming that the electromagnetic torque is proportional to a power of \( \nu \), then \( \nu \) must enter the torque in the combination \( R_* \nu/c \), (i.e. the ratio of \( R_* \) to the characteristic lever arm, the light cylinder distance, \( c/2\pi \nu \)) on dimensional grounds. In terms of an arbitrary reference frequency, \( \nu_{\text{ref}} \), we write \( \dot{\nu} = -Q_1 (\nu/\nu_{\text{ref}})^5 - Q_2 (\nu/\nu_{\text{ref}})^n \), with \( Q_1 = Q_1' \nu_{\text{ref}}^5 \) and \( Q_2 = Q_2 \nu_{\text{ref}}^n \). Throughout this chapter, we set \( \nu_{\text{ref}} = 1 \) Hz for simplicity.

There may, of course, be other torques acting on a newly born neutron star. For example, nonlinear r-mode instabilities can emit a significant amount of gravitational radiation under certain conditions (Owen et al. 1998). If there is a rapidly rotating pulsar with \( B \leq 10^{11} \) G in SNR 1987A, its instability time scale (27 years) would exceed its age, and the gravitational radiation from the instabilities alone should be detectable by Advanced LIGO (Brink et al. 2004; Bondarescu et al. 2009). However, for the purposes of our search, we assume that the spin down is described by (3.25). An equally serious issue is that \( n \) may change over the 1 yr integration period, although in (3.25), we assume that \( n \) is constant. Young pulsars have \( n < 3 \), and it can be argued that \( n \) approaches 3 over the spin-down time-scale (Melatos 1997). In this search,
we maintain the assumption of constant \( n \). However, it is possible to extend (3.25) to include time-dependent \( n \) in future searches. We also note that, like the Taylor expansion model, this model does not take into account glitches or timing noise, which may occur in young pulsars. By cross-correlating SFTs up to a year apart, however, the effects of short-term noise are reduced. Again, it is possible to extend (3.25) to include long-term timing noise in the future. We aim to exclude the simplest astrophysical model while recognizing it covers only a small fraction of the total parameter space.

When implementing the search, instead of stepping through a grid of frequency derivatives, we search instead over \( \nu, Q_1, Q_2, \) and \( n \). This reduces the number of parameters and allows one to track the phase more accurately for a given computational cost, as errors stemming from incorrect choices of \((\nu, Q_1, Q_2, n)\) grow more slowly with observation time than errors stemming from higher-order frequency derivatives. The improvement is quantified in Section 3.6.2.

### 3.5.1 Historical spin down

We can use the possible spin histories of a source like SNR 1987A with a known age to constrain the invisible values of \((\nu, Q_1, Q_2, n)\) today and hence the maximum amount of phase evolution to be expected during a LIGO integration. In the simplest situation, where the current spin frequency \( \nu \) is much smaller than the birth frequency \( \nu_b \), the characteristic age \( \tau_c \approx -\nu / [(\langle n \rangle - 1) \dot{\nu}] \) closely approximates the true age irrespective of \( \nu_b \), where \( \langle n \rangle \) is the mean braking index, averaged over the time since birth. Under these conditions, a source with unknown \( \nu \) and \( \dot{\nu} \) lies on a line of slope \(-\tau_c (\langle n \rangle - 1)\) in the \( \nu - \dot{\nu} \) plane. This is not necessarily true for SNR 1987A, which was only 19 years old at the start of the S5 search. Accordingly, we take a different approach and map out the regions in the \( \nu - \dot{\nu} \) plane which can be reached from \( \nu_b \) by electromagnetic-plus-gravitational-wave spin down and physically sensible choices of \( \epsilon, B \) and \( n \).

Figure 3.2 shows the range of possible \( \nu \) and \( \dot{\nu} \) values at \( t = 19 \) yr obtained by solving (3.25) for \( 10^{-6} \leq \epsilon \leq 10^{-3}, 10^{11.5} \leq B \leq 10^{13} \) G and \( 0.1 \) kHz \( \leq \nu_b \leq 1.2 \) kHz. We consider values of \( \nu_b \) spanning the LIGO band, and the values of \( B \) considered cover the expected range for newborn isolated radio pulsars (Arzoumanian et al. 2002; Faucher-Giguère & Kaspi 2006). As for the range of \( \epsilon \), we choose values which are realistic (e.g. Owen 2005), yet large enough to produce a detectable gravitational wave signal. For reference, we
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plot the search sensitivity (black curve in the $\nu$-$\dot{\nu}$ plane) obtained from (3.17). According to (3.17), the search is only sensitive to combinations of $\nu$ and $\dot{\nu}$ above the black line. The conservative limits set by the characteristic age are plotted as cyan lines. The lines correspond to $\langle n \rangle = 1.8$ (top), $\langle n \rangle = 3$ (middle) and $\langle n \rangle = 5$ (bottom). For a given value of $\langle n \rangle$, an object lies on the line for $\nu \ll \nu_b$, and below the lines for $\nu \lesssim \nu_b$, but never above the line.

The blue, red and purple boxes contain combinations of $(\nu, \dot{\nu})$ that can be reached for various choices of $\epsilon$, $B$, $n$, and $\nu_b$. The blue box covers the region in which $B \leq 10^{11.5}$ G and $n = 3$, and the gravitational wave torque ($Q_1$) dominates, i.e. $\nu_{GW} \gg \dot{\nu}_{EM}$, where the subscripts EM and GW denote the electromagnetic and gravitational wave components of the spin down respectively. The red box covers the region in which the electromagnetic torque ($Q_2$) dominates, with $B = 10^{13}$ G and $n = 3$. The purple box also shows a region in which the $Q_2$ term dominates, where we have chosen $B = 10^{13}$ G and $n = 2.3$. As a rule of thumb, $\epsilon$ determines the size of the box along the $\nu$-axis, and $\nu_b$ determines the size of the box along the $\dot{\nu}$-axis.

Let us first investigate what happens to the blue box when we vary the minimum and maximum ellipticity, $\epsilon_{\text{min}}$ and $\epsilon_{\text{max}}$. The $Q_1$ term dominates in the region bounded by the blue box. The absolute value of the $RQ$ slope increases as $\epsilon_{\text{min}}$ decreases, shrinking the range of $\dot{\nu}$. The curve $PQ$ shifts to the left as $\epsilon_{\text{max}}$ increases, increasing $|\dot{\nu}|$, and hence lowering $\nu$.

Let us now see what happens when we vary the minimum and maximum magnetic field, $B_{\text{min}}$ and $B_{\text{max}}$. The absolute value of the $RS$ slope decreases as $B_{\text{min}}$ increases, stretching the box sideways as we retreat from the gravitational-wave dominated limit. The blue box is always bounded above by the $\langle n \rangle = 5$ age line. It shrinks, and flattens as the role of $Q_1$ diminishes.

We now discuss the purple and red boxes in which $Q_2$ dominates. The region bounded by the purple box has $B = 10^{13}$ G, and $n = 2.3$, whereas the red box has the same $B$, but $n = 3$. Reducing $n$ increases the spin-down rate by a factor of $(\pi R_*/c)^{n-3}$. Hence, for the same $\epsilon$ and $B$, the purple box covers a smaller range of $\nu$ than the red box. Both are considerably smaller than the blue box for the same range of $\epsilon$ and $\nu_b$. Again, if $\epsilon_{\text{max}}$ increases, the purple and red boxes expand downwards. In Figure 3.2, we choose to plot the purple box with $n = 2.3$ because it lies partially within the sensitivity range of the search. Importantly, $\nu$ and $\dot{\nu}$ end up outside the search sensitivity range for $n < 2.3$ or $B > 10^{13}$ G, restricting the range of astrophysical birth scenarios that our search is sensitive to.

The range of $\nu$ covered in the $Q_2$-dominated limit is sensitive to $B$. In Figure
3.3, we show explicitly how varying $B$ affects $\nu, \dot{\nu}$. We plot eight red boxes, for $10^{11}$ G (largest box) $\leq B \leq 10^{14.5}$ G (smallest box), and $n = 3$. As $B$ increases, the red boxes shift to the left. For $B \geq 5 \times 10^{13}$ G, the box falls out of the sensitivity range of the search. Also, the boxes shrink as $B_{\text{max}}$ increases. This happens because as $B$ increases, $\dot{\nu}_{\text{EM}}$ increases. For $B \geq 10^{14}$ G, we find $\nu \ll \nu_b$ after 19 years, and the boxes end up on the $\langle n \rangle = 3$ line. All the red boxes are bounded above by the $\langle n \rangle = 3$ age line.

Figures 3.2 and 3.3 provide constraints on the detectable range of $\epsilon, B, n$, over a broad range of $\nu_b$. We conclude that, in preparing to select the search templates, it is sensible to consider the parameter range $10^{-5} \geq \epsilon, B \leq 10^{13}$ G, $2.3 \leq n \leq 5$. A more detailed breakdown of the detectable and computationally feasible parameter ranges is presented in Section 3.6.2. Note that even though the particular boxes drawn as examples in Figures 3.2 and 3.3 do not cover the entire region between the sensitivity curve and the $\langle n \rangle = 1.8$ line, one can potentially reach any point in that region with some combination of $n, \epsilon$ and $B$. Also, each $(\nu, \dot{\nu})$ pair in the figures can be reached by an infinite set of combinations $(\epsilon, B, n$ and $\nu_b)$. However, there are combinations of $\nu$ and $\dot{\nu}$ which are allowed in principle by age-based indirect limits but which cannot be reached from $\nu_b$ with realistic choices of $\epsilon, B,$ and $n$.

### 3.6 Template spacing

The cross-correlation search for SNR 1987A is computationally limited rather than sensitivity limited over much of the parameter space in Figures 3.2 and 3.3. Therefore, the placement of templates is crucial. If the template grid is too coarse, the risk of missing the signal increases; if it is too fine, time is wasted searching redundant templates. In order to compute the optimal spacing, we construct a phase metric (Balasubramanian et al. 1996; Owen 1996) which computes the signal-to-noise ratio as a function of template spacing along each axis of the four-dimensional parameter space $(\nu, \epsilon, B, n)$. The coherent phase metric for the conventional Taylor-expansion phase model is widely used in LIGO in both coherent and semi-coherent searches (Brady & Creighton 2000; Prix 2007; Wette et al. 2008), although its semi-coherent form has not been fully investigated. In this section, we derive the semi-coherent phase metric for the astrophysical phase model defined by integrating (3.25). We also estimate the range of detectable spin-down values as well as magnetic field, ellipticity and braking index values given a computationally feasible number of templates.
Figure 3.2: Final states ($\nu$, $\dot{\nu}$) calculated from equation (3.25) on the $\nu$-$|\dot{\nu}|$ plane for a range of ellipticities ($10^{-6} \leq \epsilon \leq 10^{-3}$), and birth spin frequencies ($0.10 \text{ kHz} \leq \nu_b \leq 1.2 \text{ kHz}$), and for a 19 yr old pulsar. The blue lines surround the region where the $Q_1$ term dominates ($B \leq 10^{11.5} \text{ G}$, all $n$), the red lines surround the region where the $Q_2$ term dominates ($B = 10^{13} \text{ G}$, $n = 3$), and the purple lines surround the region where the $Q_2$ term dominates ($B = 10^{13} \text{ G}$, $n = 2.3$). The black curve shows the theoretical search sensitivity from solving equation (3.17). The $\nu \ll \nu_b$ age limits are shown in cyan for $\langle n \rangle = 1.8$ (top), $\langle n \rangle = 3$ (middle) and $\langle n \rangle = 5$ (bottom).
3.6. TEMPLATE SPACING

Figure 3.3: Final states ($\nu, \dot{\nu}$) calculated from equation (3.25) on the $\nu$-$|\dot{\nu}|$ plane, for a range of magnetic field strengths. The eight red boxes surround regions which have $n = 3$ and cover the same range of $\epsilon$ and $\nu_b$ as Figure 3.2. Their magnetic fields range from $B = 10^{11}$ G (largest box) to $B = 10^{14.5}$ G (smallest box).

3.6.1 Semi-coherent phase metric

When searching a template grid, it is extremely unlikely that one particular set of parameters will match the true signal exactly. What we have instead is a set of guessed parameters $\theta + \Delta \theta$, describing the closest match, which are offset from the true values by a small amount, $\Delta \theta$. For a given set of guessed parameters, the power spectrum of a time-coincident SFT pair is

$$P(\theta, \Delta \theta) = \frac{2A}{\sqrt{\Delta T}} \left| \int_{T_{\text{start}}}^{T_{\text{start}} + \Delta T} dt \ e^{i\Delta \Phi(t)} \right|^2,$$

(3.26)

where $\Delta \Phi(t) = \Phi(t, \theta + \Delta \theta) - \Phi(t, \theta)$ is the mismatch between the actual and guessed phases, $T_{\text{start}}$ is the time at the midpoint of the SFT, and $A$ is the gravitational wave amplitude.

The mismatch between (3.26) and the power spectrum of the SFT pair if $\Delta \theta = 0$ is defined to be

$$m(\theta, \Delta \theta) = 1 - \frac{P(\theta, \Delta \theta)}{P(\theta, 0)},$$

(3.27)
and is related to the semi-coherent phase metric \( s_{ij} \) by

\[
m(\theta, \Delta \theta) = s_{ij}(\theta) \Delta \theta^i \Delta \theta^j, \tag{3.28}
\]

where \( 1 \leq i, j \leq 4 \) label the various search parameters. In order to calculate \( s_{ij} \), we must first calculate the coherent phase metric, \( g_{ij} \), for an individual SFT pair segment. The components of \( s_{ij} \) are then obtained by averaging \( g_{ij} \) across the entire observation time.

For the cross-correlation search, we have \( \theta = (\nu, Q_1, Q_2, n) \). Hence, for a given mismatch \( m \), the minimum (i.e. most conservative) template spacings are given by

\[
\Delta \nu(\theta) = \sqrt{m/s_{00}(\theta)}, \quad \Delta Q_1(\theta) = \sqrt{m/s_{11}(\theta)}, \quad \Delta Q_2(\theta) = \sqrt{m/s_{22}(\theta)}, \quad \Delta n(\theta) = \sqrt{m/s_{33}(\theta)}. \tag{3.30}
\]

Note that it may be possible to do better (i.e. expand the spacing) by taking advantage of the covariances between parameters embodied in the metric through (3.28); this issue deserves further study.

The coherent phase metric \( g_{ij} \) is defined to be

\[
g_{ij} = \langle \partial_i \Delta \Phi \partial_j \Delta \Phi \rangle - \langle \partial_i \Delta \Phi \rangle \langle \partial_j \Delta \Phi \rangle, \tag{3.29}
\]

with \( \langle ... \rangle = \frac{1}{T_{\text{lag}}} \int_{T_{\text{start}}}^{T_{\text{start}}+T_{\text{lag}}} dt \ldots \) and \( \partial_i \Delta \Phi = \partial \Delta \Phi / \partial \Delta \theta^i \) evaluated at \( \Delta \theta = 0 \). Calculating \( g_{ij} \) analytically by integrating (3.25) is non-trivial. However, a good approximation results if we integrate (3.25) separately for the gravitational-wave and electromagnetic torques, and combine the answers in quadrature. Details of the calculation are shown in Appendix 3A. In brief, tracking the gravitational-wave and electromagnetic spin down separately yields two “sub-metrics”, one comprising \( \nu \) and \( Q_1 \) (gravitational) and the other comprising \( \nu, Q_2, \) and \( n \) (electromagnetic). Diagonal elements of \( s_{ij} \) can be obtained by summing the two sub-metrics.

The semi-coherent metric \( s_{ij} \) is the average of the coherent metric from \( T_{\text{start}} = 0 \) to \( T_{\text{start}} = T_{\text{obs}} \), where \( T_{\text{obs}} \) is the entire observation time spanned by all SFT pairs. It is defined to be

\[
s_{ij} = (T_{\text{obs}})^{-1} \int_0^{T_{\text{obs}}} dT_{\text{start}} g_{ij}. \tag{3.30}
\]
From Appendix 3B, the diagonal elements of the semi-coherent metric are:

\[
\begin{align*}
    s_{00} & \approx 10T_{\text{lag}}^2 T_{\text{obs}}^2 \left( \frac{5}{72} K_1^2 \nu^8 Q_1^2 - \frac{1}{36} K_1 K_2 n \nu^{n+3} Q_1 Q_2 \right) + \frac{1}{360} K_2^2 n^2 \nu^{2n-2} Q_2^2, \\
    s_{11} & \approx \frac{K_2^2 \nu^{10}}{36} T_{\text{lag}}^2 T_{\text{obs}}^2, \\
    s_{22} & \approx \frac{K_2^2 \nu^{2n}}{36} T_{\text{lag}}^2 T_{\text{obs}}^2, \\
    s_{33} & \approx \frac{K_2^2 \log(\nu) \nu^{2n} Q_2^2 T_{\text{lag}}^2 T_{\text{obs}}^2}{36},
\end{align*}
\] (3.31–3.34)

with \( K_1 = K_1(\nu, Q_1) \) and \( K_2 = K_2(\nu, Q_2, n) \). For pure gravitational-wave and electromagnetic spin down, we have \((K_1, K_2) = (1, 0)\) and \((0, 1)\) respectively. The full expressions for (3.31)–(3.34) are presented in Appendix 3B. Note that in (3.31)–(3.34), all frequency terms are normalised by \( \nu_{\text{ref}} \). For clarity, we have set \( \nu_{\text{ref}} = 1\) Hz and do not display it.

In Appendix 3C, we estimate the phase error which accumulates after a time \( T_{\text{lag}} \) from mismatches in \( \nu, Q_1, Q_2, \) and \( n \). We find that it scales with \( T_{\text{lag}} \) similarly to (3.31)–(3.34) for \( Q_1 \) and \( Q_2 \). For \( \nu \), the phase error scales instead as \( T_{\text{lag}} \), and for \( n \), it scales as \( T_{\text{lag}} \log[1 + (n - 1)Q_2 T_{\text{lag}} \nu^{n-1}] \). In a semi-coherent search, the phase needs to be tracked to within \( \pi/4 \) over the interval \( T_{\text{lag}} \), not \( T_{\text{obs}} \), unlike in fully coherent searches. Across the entire observation time \( T_{\text{obs}} \), we require only that the frequency of the signal be tracked to within \( 1/\Delta T \). This adds an overall \( T_{\text{obs}}^2 \) dependence to (3.31)–(3.34).

### 3.6.2 Computational cost of the search

The run-time of the search code is proportional to \( N_{\text{pairs}} N_{\text{total}} \), where \( N_{\text{total}} \) is the total number of templates required to search the parameter space. Trials with \( N_{\text{pairs}} = 10^5 \) comprising 1 year’s worth of SFTs (from H1 and L1), and \( T_{\text{lag}} = 1 \) hour take \( \sim 1 \) s per template on a single, 1-gigaflop computational node. We can therefore search \( \sim 10^9 \) templates in a realistic run using \( 10^3 \) nodes over two weeks.

We now compare the computational cost of the astrophysical phase model (3.25) against the Taylor-expansion model (3.23). The semi-coherent metric for the latter model is not well studied, however recent work has yielded analytic expressions for the metric (Pletsch & Allen 2009; Pletsch 2010). Based on these expressions, we can estimate the number of templates in the following
way.

Firstly, we consider the number of templates required to track the phase coherently over a time $T_{\text{lag}}$. For the $k$-th frequency derivative in the Taylor expansion model, the corresponding diagonal term of the coherent metric scales as $(g_{ij})^{(k)}_{\text{coh}} \propto T_{\text{lag}}^{2k+2}$ (Whitbeck 2006). The number of templates required to track the $k$-th frequency derivative coherently is then $N_k \propto \sqrt{(g_{ij})^{(k)}_{\text{coh}}} \propto T_{\text{lag}}^{k+1}$. The total number of templates required for each coherent chunk of length $T_{\text{lag}}$ is therefore given by $N_{\text{coh}} = \prod_{k=0}^{s} N_k$, i.e. $N_{\text{coh}} \propto \prod_{k=0}^{s} T_{\text{lag}}^{k+1}$, where $s$ is the number of frequency derivatives required to track the gravitational wave phase (see Section 3.5). Now, assume that over a time $T_{\text{obs}}$, we sum a number of chunks incoherently, approximately proportional to $N_{\text{chunks}} \propto T_{\text{obs}} / T_{\text{lag}}$.\(^3\)

Now, using the semi-coherent metric (Pletsch & Allen 2009; Pletsch 2010), the number of templates required for $s$ frequency derivatives is proportional to $\gamma_s N_{\text{coh}}$, where $\gamma_s$ is a ‘refinement factor’ which scales as $N_s (s+1) / 2$ chunks. The total number of templates is then approximately

$$N_{\text{total}} \propto N_{\text{chunks}}^{s(s+1)/2} \prod_{k=0}^{s} T_{\text{lag}}^{k+1} \propto \left( \frac{T_{\text{obs}}}{T_{\text{lag}}} \right)^{s(s+1)/2} \prod_{k=0}^{s} T_{\text{lag}}^{k+1}.$$  \hspace{1cm} (3.35)

For the range of $(\nu_b, \epsilon, B, n)$ considered in Section 3.5.1, for $T_{\text{lag}} = 1$ hr, we must track terms up to and including $\nu^{(4)}$ in (3.23) in order to keep the phase error overall below $\pi/4$. This gives $N_{\text{total}} \propto T_{\text{obs}}^{10} T_{\text{lag}}^{5}$. Under the astrophysical phase model, we estimate $N_{\text{total}} = N_{\nu} N_{Q1} N_{Q2} N_{n}$ from (3.31)-(3.34), where the subscripts denote the number of templates required for each individual parameter, e.g. $N_{\nu} \approx \nu / \Delta \nu$. As (3.31) yields different results for $N_{\nu}$ in the gravitational and electromagnetic limits, we bound $N_{\nu}$ by taking it to be the sum of squares of the two limits, i.e. $N_{\nu} = \left[ N_{\nu}^{(K_1,K_2) = (1,0)} + N_{\nu}^{(K_1,K_2) = (0,1)} \right]^{1/2}$. For a given mismatch $m$, we obtain

$$N_{\text{total}} \propto m^{-2} n \nu^{10+3n} \log(\nu) Q_1 Q_2^2 \left[ Q_1^2 + n^2 Q_2^2 \right]^{1/2} T_{\text{lag}}^4 T_{\text{obs}}^4$$  \hspace{1cm} (3.37)

Equation (3.37) is an approximate result, achieved by combining the two sub-metrics used in equations (3.31)-(3.34). It should be regarded as a rule

\(^3\)We emphasize that this is only an approximate estimate, as the cross-correlation method sums SFT pairs separated by a time up to and including $T_{\text{lag}}$. Strictly speaking, $N_{\text{chunks}} > T_{\text{obs}} / T_{\text{lag}}$.\)
of thumb. If gravitational-wave spin down dominates, we have $s_{22} = s_{33} = 0$, $\tau_c = (4Q_1 \nu^4)^{-1}$, and hence

$$N_{\text{total}} \propto m^{-1} \nu^2 \tau_c^{-2} T_{\text{lag}}^2 T_{\text{obs}}^2.$$  \hfill (3.38)

If electromagnetic spin down dominates, we have $s_{11} = 0$, $\tau_c = \left[\frac{(n-1)Q_2 \nu^{n-1}}{n-1} - 1\right]$, and hence

$$N_{\text{total}} \propto m^{-3/2} n^2 \nu^{3} \log(\nu) \left[(n-1)\tau_c\right]^{-3} T_{\text{lag}}^3 T_{\text{obs}}^3.$$  \hfill (3.39)

The required template spacing therefore varies dramatically across the astrophysical parameter range. To illustrate, let us consider $0.1 \text{ kHz} \leq \nu \leq 1 \text{ kHz}$, $10^{-22} \text{ s}^3 \leq Q_1 \leq 10^{-18} \text{ s}^3$, $10^{-21} \text{ s}^2 \leq Q_2 \leq 10^{-13} \text{ s}^2$, and $2.3 \leq n \leq 3.0$, and hence $8 \times 10^{-6} \leq \epsilon \leq 8 \times 10^{-4}$, $4 \times 10^9 \text{ G} \leq B \leq 4 \times 10^{13} \text{ G}$. We assume a mismatch $m$ of 0.2. The required resolutions in the four search parameters range across

$$2.935 \times 10^{-4} \leq \Delta \nu/\text{Hz} \leq 9.632 \times 10^{-4}.$$  \hfill (3.40)

$$2.973 \times 10^{-26} \leq \Delta Q_1/\text{s}^3 \leq 3.685 \times 10^{-22}.$$  \hfill (3.41)

$$3.448 \times 10^{-20} \leq \Delta Q_2/\text{s}^2 \leq 2.120 \times 10^{-16}.$$  \hfill (3.42)

$$8.674 \times 10^{-8} \leq \Delta n \leq 1.166 \times 10^4.$$  \hfill (3.43)

in this search volume. The number of templates required for each parameter is its range divided by its bin resolution. If the bin resolution is larger than its range, we require only one template. Equations (3.40)–(3.43) imply a total number of templates between $2.958 \times 10^5 \leq N_{\text{total}} \leq 4.347 \times 10^{26}$ to cover the entire parameter space. Smaller values of $\nu, Q_1, Q_2$ and $n$ require fewer templates to cover their neighbourhood.

Unfortunately, given the computational restrictions that we face, we cannot search the entire region of astrophysical parameters in Figure 3.2. In the following analysis, we therefore divide each axis in parameter space into (say) ten bins, i.e. a $10 \times 10 \times 10 \times 10$ hypercubic grid containing $10^4$ “boxes”, and calculate the localised resolution at the centroid of each box. The grid is spaced logarithmically along $\epsilon$ and $B$ to cover $Q_1$ and $Q_2$ in a representative fashion. Only those boxes requiring $N \lesssim 10^9$ are practical to search.

### 3.6.3 Astrophysical upper limits

In this section, we combine the estimates of sensitivity and computational cost in Sections 3.4 and 3.6.2 respectively to identify the ranges of the astrophysical
parameters $B$ and $\epsilon$ that can be probed by a realistic search. In the event of a non-detection, upper limits on $B$ and $\epsilon$ can be placed.

We solve (3.25) for a range of $\nu_b$, $\epsilon$, and $B$, and calculate the characteristic wave strain $h_0$ from (3.18). Figure 3.4 displays contours of $h_0$ versus $B$ and $\epsilon$ for $n = 3$ at two frequencies corresponding to $\nu_b = 300$ Hz and $\nu_b = 1200$ Hz. The cyan shaded areas indicate where $h_0 \geq h_{\text{th}}$. The search is sensitive to a larger range of $\epsilon$ and $B$ as $\nu_b$ rises. This occurs because the search sensitivity peaks at $\nu \approx 150$ Hz. For small $\nu_b$ and large $\epsilon$ and $B$, the pulsar spins down after $\tau_c = 19$ yr to give $\nu < 150$ Hz. In the best case scenario, for $\nu_b = 1200$ Hz, upper and lower limits on the magnetic field and ellipticity of $B \leq 1.6 \times 10^{13}$ G and $\epsilon \geq 2 \times 10^{-4}$ can be achieved.

Unfortunately, the number of search templates required to cover the shaded region in Figure 3.4 is prohibitively large, as discussed in Section 3.6.2. Figure 3.5 is a more comprehensive version of Figure 3.2 that shows both sensitivity and computational cost. Regions in which the search is sensitive (i.e. $h_0 \geq h_{\text{th}}$) for given $\nu_b$ and $n$ are shaded in cyan. Overplotted as dark blue dots are the central coordinates of our grid boxes with $N_{\text{total}} \leq 10^9$. The panels correspond to a range of birth frequencies, $\nu_b$, and are grouped in pairs: $n = 2.335$ (left panel in pair) and $n = 2.965$ (right panel in pair). The pairs are arranged in order of increasing $\nu_b$, starting from $\nu_b = 145$ Hz (top left) to $\nu_b = 995$ Hz (bottom right), in intervals of 90 Hz.

The search sensitivity increases with $\nu_b$ and $\epsilon$, and decreases with $B$. On the
### 3.7 Conclusion

In this chapter, we describe the steps taken to quantify the astrophysical significance of a cross-correlation search for the supernova remnant SNR 1987A in LIGO S5 data.

- We estimate the theoretical sensitivity of the cross-correlation search, and compare it to the conservative, age-based, wave strain estimate. In the frequency band $110 \text{ Hz} \lesssim \nu \lesssim 270 \text{ Hz}$, the age-based estimate lies above the detection threshold.

- We introduce an alternative to the Taylor expansion model of the gravitational wave phase based on a set of four astrophysical search parameters $(\nu, \epsilon, B, n)$. The new phase model renders a search for a neutron star like SNR 1987A with a high spin-down rate computationally feasible.

- To estimate the optimal template spacing for the search, we calculate the semi-coherent phase metric corresponding to this astrophysical model.

### Table 3.1

<table>
<thead>
<tr>
<th>$\nu_b$ (kHz)</th>
<th>$\epsilon$</th>
<th>$B$ ($10^{11}$ G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.19–0.28</td>
<td>$\gtrsim 3.1 \times 10^{-4}$</td>
<td>$\lesssim 2.0$</td>
</tr>
<tr>
<td>0.28–0.55</td>
<td>$\gtrsim 2.5 \times 10^{-4}$</td>
<td>$\lesssim 1.3$</td>
</tr>
<tr>
<td>0.55–1.00</td>
<td>$\gtrsim 2.0 \times 10^{-4}$</td>
<td>$\lesssim 0.8$</td>
</tr>
</tbody>
</table>

The table provides a summary of the frequency ($\nu_b$), spin-down rate ($\epsilon$), and magnetic field ($B$) ranges which are detectable by the cross-correlation search for SNR 1987A using LIGO S5 data, for $2.3 \leq n \leq 3.0$. The numbers in the table are based on the regions in which the computationally feasible (dark blue dots) and search-sensitive (cyan shaded) regions overlap in Figure 3.5.

The computational efficiency of the search decreases with $\nu_b$ and $\epsilon$, and increases with $B$. Even so, there is substantial overlap between the regions in which the search is sensitive and the regions which are computationally permissible.

Table 3.1 summarises the approximate range of $\nu_b$, $\epsilon$, and $B$ in which the two regions in Figure 3.5 overlap. If the pulsar in SNR 1987A was born with a frequency between 0.19 kHz and 0.28 kHz, the search is sensitive to $\epsilon \gtrsim 3.1 \times 10^{-4}$ and $B \lesssim 2.0 \times 10^{11}$ G. This range narrows as $\nu_b$ increases; for birth frequencies between 0.55 kHz and 1.00 kHz, the search is sensitive to $\epsilon \gtrsim 2.0 \times 10^{-4}$ and $B \lesssim 0.8 \times 10^{11}$ G.
Figure 3.5: Log-log contour plots of $h_0$ as a function of $\epsilon$ and $B$ ($10^4$ G) for a range of birth frequencies, $\nu_b$, and braking indices, $n$. The frequency of the signal $\nu$ is obtained by solving (3.25), and integrating over $\tau_c = 19\text{ yr}$. The cyan shaded areas indicate the regions in which $h_0 \geq h_{th}$, where $h_{th}$ is defined in (3.16). The panels are arranged in pairs in order of increasing $\nu_b$, starting from $\nu_b = 145$ Hz (top left) to $\nu_b = 995$ Hz (bottom right), in intervals of 90 Hz. Each pair shows $n = 2.335$ (left) and $n = 2.965$ (right). The dark blue dots indicate parameter combinations for which one has $N_{\text{total}} \leq 10^9$. 
• We place detection limits on $\epsilon$ and $B$ for a range of birth spin frequencies, 
$0.1 \text{ kHz} \leq \nu_b \leq 1.2 \text{ kHz}$.

With the required template spacing and current computational capabilities discussed in Section 3.6.2, we will be able to search up to approximately $10^9$ templates. In the event of a non-detection, the following limits on the pulsar’s ellipticity and magnetic field will be placed: $\epsilon \leq 2 \times 10^{-4}, B \geq 1.6 \times 10^{13} \text{ G}$. The search will be sensitive to electromagnetic braking indices of $2.3 \leq n \leq 3.0$. This search is currently scheduled to begin in mid-2010 and will be the first application of the cross-correlation method to a continuous wave search.
4 Implementing the Cross-Correlation Search

The three major stages of implementing the LIGO S5 cross-correlation search for SNR 1987A are the following:

- code development within the LAL/LALApps software suite,
- consistency checks of the code (e.g. tests on simulated pure noise and injected signals) to quantify the mean and variance of the detection statistic,
- Monte Carlo tests of the code using injected signals in simulated data, to place empirical upper limits on the search sensitivity.

In this chapter, we detail each of the above three steps. A brief overview of the LAL/LALApps software suite and a description of the search code are presented in Section 4.1. In Section 4.2, the computational efficiency of the code is evaluated, and tests to check the accuracy of the code are described. Finally, the sensitivity of the search code is estimated, for signals with zero spindown, in Section 4.3.

4.1 Software development

All gravitational wave data analysis routines used by the Continuous Waves group of the LIGO Scientific Collaboration (LSC) are contained within the LAL/LALApps software repository. LAL (LSC Algorithm Library)\(^1\) contains the core analysis routines used by LALApps (LAL Applications)\(^2\), which holds search pipelines, utilities, and end-user applications. The code is written in ANSI C99. An introductory installation guide for LAL and LALApps is provided in Appendix 4A for the beginning reader.

---

\(^1\)https://www.lsc-group.phys.uwm.edu/dawsg/projects/lal.html
\(^2\)https://www.lsc-group.phys.uwm.edu/dawsg/projects/lalapps.html
The S5 data is divided into Year 1 and Year 2 Short Fourier Transforms (SFTs), collected in 2006 and 2007 respectively, which are both available on the LSC’s computing clusters. For this project, only the Year 1 SFTs are considered. There are 70538 Year 1 SFTs [25105 from the H1 interferometer (IFO), 25321 from H2, and 20112 from L1].

4.1.1 Algorithm

The cross-correlation algorithm is implemented in LAL/LALApps in a general-purpose form which can be used outside this particular targeted search. The code is invoked using the command `lalapps_pulsar_crosscorr` and takes the command-line options listed in Table A1 as inputs. An example of how to run the code from the command line is provided in Appendix 4B. Aside from the standard LALApps command-line options, there are several additional options.

Firstly, the user can choose to search over the gravitational wave frequency and up to two frequency derivatives in the Taylor expansion of the phase model \((\nu_0, \dot{\nu}, \ddot{\nu})\), or use the astrophysical model described in Chapter 3 to search over \(\nu_0, Q_1, Q_2, n\). Secondly, one can choose to target a single sky coordinate, or search within a grid of sky coordinates. Thirdly, the user can choose to run the search using a particular value for the inclination angle between the observer’s line of sight and the pulsar’s rotation axis (\(\cos \iota\)) and polarization angle of the source (\(\psi\)) or to average over these variables. Finally, the user can decide to pair up Short Fourier Transforms (SFTs) from only the same interferometer, different interferometers, or a combination of both.

The flow chart in Figure 4.1 summarises the numerical algorithm. First, the command-line options are parsed, and the relevant SFTs are located and read into a time-ordered catalogue. Only the frequency bins corresponding to the user-specified search frequency range are extracted from the SFTs. The general, high-level structure of the code is then: each SFT is paired with another which satisfies the user-specified options (e.g. pairing SFTs from all IFOs, the same IFOs, or different IFOs) and the maximum time lag \(T_{\text{lag}}\) between each pair. For each unique SFT pair, the code loops through each search template and calculates the corresponding normalised cross-correlation statistic, \(\rho\), for each template.

As shown in Figure 4.1, however, the implementation of the algorithm is not so straightforward. An important issue encountered in the development of the code, which is unique to this search, was the intensive use of CPU virtual memory. As the algorithm requires pairing up an entire year’s worth of SFTs
(~ 10^5 SFTs corresponding to ~ 1 Tb of memory), it is not feasible to load the SFTs and store them all in virtual memory while looping through the search templates. For each SFT, we thus construct a time-ordered linked list which contains only SFTs within a sliding window of length T_{lag}, i.e. a first-in-first-out queue. The signal phase, frequency, and detector response functions are calculated for each SFT. Then, SFT pairs are constructed within the sliding window, and the loop over the search templates is performed. For each pair, we calculate and store the quantities Y_α, u_α, σ_α, G_α, and ρ_α which are defined in Chapter 3. To simplify notation, we use the subscript α to denote the pair indices IJ used in Chapter 3. As the window slides forward, we delete the SFT at the head of the linked list, add the next SFTs to its tail (as long as they satisfy the user-specified conditions), and repeat the process. Once the loop over all possible pairs is finished, the final value of the detection statistic ρ = ∑_α ρ_α for a particular search template is calculated. Finally, we output ρ (normalised by its standard deviation as described in Chapter 3) along with the relevant search parameters used. During the final production run, we will be searching up to ~ 10^9 templates. To minimize the computational expense, it is wise to filter the output so that e.g. only the highest 10% of ρ values are saved.

4.2 Verification

In order to obtain approval from the LSC to run this search, the code and its output were reviewed extensively by an LSC committee (Teviet Creighton, Alberto Vecchio, and Eric Thrane). As part of the review process, several Monte Carlo tests were performed on simulated data to check that the code behaves correctly. In this section, we present the results of these tests.

4.2.1 Distribution of ρ/σ_ρ when searching over pure noise

A basic consistency check is to run the search on simulated noise with no injected signal. The detector noise n(t) is typically assumed to be Gaussian with zero mean. Recalling equation (3.12), the detection statistic is ρ = ∑_α ρ_α = ∑_α (u_α Y_α + u_α^* Y_α^*), where u_α and Y_α are defined in equations (3.3) and (3.13). In the absence of a signal, Y_α reduces to the power spectrum of n(t). ρ_α is therefore a product of two independent Gaussian variables with zero mean, n_I(t) and n_J(t), where I and J denote the SFTs in the pair. Its distribution is expected to be a modified Bessel function of the second kind.
CHAPTER 4. IMPLEMENTING THE CROSS-CORRELATION SEARCH

Parse command line options

Generate time-ordered catalog of selected SFTs

Calculate range of frequency bins to load from SFTs based on user input, either using the astrophysical model \((\nu, Q_1, Q_2, n)\) or \((\nu, \dot{\nu}, \ddot{\nu})\)

Begin loop over SFTs

Construct linked list of SFTs within \(T_{\text{lag}}\) of each other

Calculate and store phase, signal frequency and detector response functions for each SFT

Begin loop over search templates

Generate SFT pairs within linked list

Calculate and store \(Y_\alpha, u_\alpha, \sigma_\alpha, G_\alpha, \) and \(\rho_\alpha\) for each pair

End loop over search templates

Calculate \(\sum_\alpha \rho_\alpha\) to obtain total \(\rho\) for each search template

Output top 10% of candidates

Figure 4.1: Flow chart summarising the algorithm used in \texttt{lalapps_pulsar_crosscorr}. The variables \(Y_\alpha, u_\alpha, \sigma_\alpha, G_\alpha, \) and \(\rho_\alpha\) are defined in equations (3.3), (3.13), (3.5), and (3.12) in Chapter 3, where \(\alpha\) denotes an SFT pair index.
4.2. VERIFICATION

of order zero with zero mean and finite variance (Dhurandhar et al. 2008). Applying the central limit theorem, the sum of a large number of such zero-mean variables (i.e. \( \rho \)) tends to a Gaussian random variable (Feller 1957). As the number of SFT pairs, \( N \), increases, the distribution of \( \rho \) should tend towards a Gaussian with zero mean.

The expected mean \( \mu_\rho \) and variance \( \sigma^2_\rho \) of \( \rho \) in the low signal limit are given by (Dhurandhar et al. 2008)

\[
\mu_\rho = h_0^2 \sum_\alpha (u_\alpha G_\alpha + u_\alpha^* G^*_\alpha),
\]

\[
\sigma^2_\rho = 2 \sum_\alpha |u_\alpha|^2 \sigma^2_\alpha,
\]

where \( h_0 \) is the signal strength (zero for pure noise), and \( u_\alpha, G_\alpha, \) and \( \sigma_\alpha \) are defined in equations (3.13) and (3.5) in Chapter 3. We note that these equations exclude self-correlations (i.e. pairing an SFT with itself), and equation (4.2) assumes \( h(t) \ll n(t) \). We discuss how to generalise beyond the small-signal limit in Section 4.2.2. The code outputs the normalised cross-correlation statistic, \( \rho/\sigma_\rho \), whose distribution should have zero mean and a variance of unity for pure noise. We emphasize that the mean and variance of the distribution of \( \rho/\sigma_\rho \), \( \mu \) and \( \sigma^2 \), should not be confused with the mean and variance of the pre-normalised \( \rho \) distribution, given by (4.1) and (4.2).

The simulated Gaussian noise is generated using the standard LALApps utility \textit{lalapps\_Makefakedata\_v4}\textsuperscript{3}. This utility creates SFTs using user-specified values of signal strength \( h_0 \), single-sided power spectral density \( |S_n(\nu)|^{1/2} \), SFT length \( T_{\text{SFT}} \), total observation time \( T_{\text{obs}} \), and signal parameters \( \nu, \alpha, \delta, \cos\iota, \) and \( \psi \). In order to vary \( N \) for testing purposes, we generate separate sets of 30 minute SFTs for five different values of \( T_{\text{obs}} \) ranging from 1 hour (2 SFTs per IFO) to 1 year (17531 SFTs per IFO) with random signal parameters and \( h_0 = 0 \). The standard analytic approximation of the single-sided power spectral density as a function of the signal frequency is (Damour et al. 2001):

\[
S_n(\nu)^{1/2} \approx \alpha_0 \left[ \left( \frac{\alpha_1 \nu}{150 \text{ Hz}} \right)^{-56} + \alpha_2 \left( \frac{\nu}{150 \text{ Hz}} \right)^{-4.52} + \alpha_3 \left( \frac{\nu}{150 \text{ Hz}} \right)^2 + \alpha_4 \right]^{1/2},
\]

where \( \alpha_0 = (9 \times 10^{-46})^{1/2} \text{ Hz}^{-1/2}, \alpha_1 = 4.49, \alpha_2 = 0.16, \alpha_3 = 0.32, \) and \( \alpha_4 = 0.52 \). In real LIGO data, variable phenomena like seismic noise make \( S_n(\nu) \) time-dependent on time-scales of hours to days. Simulated noise does

\textsuperscript{3}An example of how to run this utility from the command line is provided in Appendix 4B.
not suffer from this problem. For each set of SFTs, we run the search using a frequency band of \(10^{-3}\) Hz, and a frequency resolution of \(10^{-4}\) Hz, corresponding to 100 search templates. We use two values for \(T_{\text{lag}}\): 0 s and 3600 s. Setting \(T_{\text{lag}} = 0\) correlates only SFTs from different IFOs. This ensures that all pairs (and the resulting \(\rho_{\alpha}\) values) are completely independent. For \(T_{\text{lag}} = 3600\) s, each SFT is paired with 3 others if we include data from 2 IFOs, and 5 others if we include data from 3 IFOs. In this case, the same SFT ‘contributes’ to more than one \(\rho_{\alpha}\). As a result, not all \(\rho_{\alpha}\) values are completely independent. We investigate the way in which this affects the expected theoretical distribution by comparing the resulting \(\rho\) distributions from both values of \(T_{\text{lag}}\). The experiment is repeated 1000 times using 100 search templates each time, and the statistics of the resulting \(10^5\ \rho/\sigma\) values are compiled.

The mean and standard deviation of the \(\rho/\sigma\) distribution, \(\mu\) and \(\sigma\), for five sets of SFT durations are presented in Table 4.1. SFTs are simulated for only 2 IFOs (H1 and L1). The SFTs for each IFO have identical timestamps (i.e. they span identical times). The values of \(\mu\) lie within the 95% confidence limits\(^4\) and deviate from zero by at most 0.0043. The values of \(\sigma\) however, are systematically \(\sim 2\%\) larger than unity and appear to increase with \(T_{\text{obs}}\). Despite careful checks, the reason for this discrepancy is unclear; it may be due to either a bias in the simulated noise (i.e. the data generated by \textit{lalapps\_Makefakedata\_v4} is not purely Gaussian as expected\(^5\)), or a minor error in the theory or code. We keep this issue in mind as the analysis proceeds, however discrepancies at the \(\lesssim 5\%\) level are not expected to impact the search results significantly.

Figures 4.2(a)–4.2(b) show probability distribution functions (PDFs) of \(\rho/\sigma\) in histogram form for the trials listed in Table 4.1. From top to bottom, the panels show \(\rho/\sigma\) for 1 hour, 5 hours, 1 day, 1 month, and 1 year of SFTs respectively for \(T_{\text{lag}} = 0\) s (left panels) and \(T_{\text{lag}} = 3600\) s (right panels). The distributions are denoted by the solid curves. As a comparison, Gaussian distributions with zero mean and unit standard deviation are overplotted as dashed curves.

\(^4\)The 95% confidence limits for \(\mu\) are \(\pm 1.96\sigma N^{-1/2} \approx 0.0063\), where \(N\) is the number of trials \((10^5)\).

\(^5\)This is unlikely, as the \textit{lalapps\_Makefakedata\_v4} code has been reviewed and should not contain errors at this level. However, additional consistency checks on the Gaussianity of the simulated data can be run in the future. At the time of writing (August 2010), one existing issue is that this version of the code has been found to simulate data which displays a 1-day periodicity, depending on the inclination and polarization angles of the signal.
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<table>
<thead>
<tr>
<th>$T_{\text{obs}}$</th>
<th>$N_{\text{pairs}}$</th>
<th>$T_{\text{lag}}$ (s)</th>
<th>$\mu$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 hour</td>
<td>2</td>
<td>-0.001168</td>
<td>1.01652</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.003129</td>
<td>1.01579</td>
<td></td>
</tr>
<tr>
<td>5 hours</td>
<td>10</td>
<td>-0.002283</td>
<td>1.01691</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>0.000837</td>
<td>1.02103</td>
<td></td>
</tr>
<tr>
<td>1 day</td>
<td>48</td>
<td>0.004293</td>
<td>1.01446</td>
<td></td>
</tr>
<tr>
<td></td>
<td>236</td>
<td>0.001872</td>
<td>1.02049</td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>2920</td>
<td>0.003937</td>
<td>1.02211</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7300</td>
<td>0.003599</td>
<td>1.020068</td>
<td></td>
</tr>
<tr>
<td>1 year</td>
<td>35040</td>
<td>0.002978</td>
<td>1.02319</td>
<td></td>
</tr>
<tr>
<td></td>
<td>87651</td>
<td>0.000237</td>
<td>1.02643</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Mean $\mu$ and standard deviation $\sigma$ of $10^5$ values of $\rho$ for a search over simulated Gaussian noise using observation times $T_{\text{obs}} = $ 1 hour, 5 hours, 1 day, 1 month, and 1 year. For each value of $T_{\text{obs}}$, the number of SFT pairs $N_{\text{pairs}}$ is listed, along with the maximum SFT pair separation, $T_{\text{lag}}$.

The distributions for 1 hour of SFTs are clearly non-Gaussian. For $T_{\text{lag}} = 0$ s (Figure 4.2(a)), the distribution is symmetric about zero, but more sharply peaked than a Gaussian. For $T_{\text{lag}} = 3600$ s, the distribution peaks more sharply than a Gaussian and is significantly skewed. As $T_{\text{obs}}$ increases, the distributions for both $T_{\text{lag}}$ values gradually approach a Gaussian.

We quantify the Gaussianity of the distributions by plotting their skewness and kurtosis excess. The skewness of a distribution, which measures its reflection asymmetry, is defined as $\gamma_1 = \mu_3/\mu_2^{3/2}$, where $\mu_2$ and $\mu_3$ are the second and third central moments. For a pure Gaussian, $\gamma_1$ is zero. The kurtosis measures the degree of peakedness of a distribution and is defined as $\gamma_2 = \mu_4/\mu_2^2$, where $\mu_4$ is the fourth central moment. For a pure Gaussian, one has $\gamma_2 = 3$. The kurtosis excess, $g_2 = \gamma_2 - 3$, therefore equals zero for a pure Gaussian. Figure 4.3 shows $\gamma_1$ and $\gamma_2$ as a function of log($T_{\text{obs}}$) for the $\rho/\sigma_{\rho}$ distributions presented in Figures 4.2(a)–4.2(b) using $T_{\text{lag}} = 3600$ s. Error bars of $\pm 2s_s$ and $\pm 2s_k$ are overplotted, where $2s_s = 2\sqrt{6/N} = 0.015$ is twice the standard error of skewness, $2s_k = 2\sqrt{24/N} = 0.031$ is twice the standard error of kurtosis, and $N$ is the total number of trials ($10^5$) (Tabachnick & Fidell 1996). The skewness and kurtosis decrease from $\gamma_1 = 0.97, g_2 = 3.44$ for 1 hour of SFTs to $\gamma_1 = 0.030, g_2 = -0.027$ for 1 year of SFTs.

For $T_{\text{lag}} = 0$ s, when there is no overlap between SFT pairs and all $\rho_\alpha$ values are independent, Figure 4.4 shows that the kurtosis also decreases with SFT duration, from $g_2 = 1.99$ for 1 hour of SFTs to $g_2 = -0.015$ for 1 year of SFTs. However, the skewness remains roughly centred at zero, fluctuating between $\gamma_1 = -0.013$ (for 5 hours of SFTs) and $\gamma_1 = 0.029$ (for 1 hour of SFTs). It is
The shape of the $\rho$ distribution is therefore significantly affected by $T_{\text{obs}}$ and, to a lesser extent, $T_{\text{lag}}$. However, the overall mean and standard deviation are identical for both choices of $T_{\text{lag}}$. As $T_{\text{obs}}$ (and hence $N_{\text{pairs}}$) increases, the differences in the distributions decrease as they approach Gaussianity. We therefore verify that the search code performs as expected when applied to pure noise.

### 4.2.2 Distribution of $\rho/\sigma_\rho$ as a function of signal strength

The introduction of a gravitational wave signal changes the distribution of $\rho$ and $\rho/\sigma_\rho$. Most notably, the mean and variance increase with the signal strength. In Appendix A of Dhurandhar et al. (2008), the statistics of the $\rho$ distribution are recalculated, including self-correlations and $O(h_0^2)$ terms which are left out in their main analysis. The most general expressions for $\mu_\rho$ and $\sigma^2_\rho$ [equations (A2) and (A13) of Dhurandhar et al. (2008)] are given by

\begin{align}
\mu_\rho &= h_0^2 \sum_\alpha (u_\alpha \tilde{G}_\alpha + u^*_\alpha \tilde{G}^*_\alpha), \\
\sigma^2_\rho &= 2 \sum_\alpha |u_\alpha|^2 \sigma^2_\alpha + \frac{h_0^2}{\Delta T} \left\{ \sum_{I \neq J} |u_{IJ}|^2 \left( \tilde{G}_{II} S_n^{(J)} + \tilde{G}_{JJ} S_n^{(J)} \right) \right\} + O(h_0^4),
\end{align}

where $I$ and $J$ are the SFT indices. Throughout this chapter, and in the actual search, we do not include self-correlations in the search runs. Any terms in (4.4) and (4.5) containing only self-correlations are therefore left out. We provide a full derivation of (4.4) and (4.5) in Appendix 4C.

For the sake of clarity, in this section only, we define three separate notations for $\sigma_\rho$, namely $\sigma_\rho(0)$ in the small signal limit $h(t) \ll n(t)$, $\sigma_\rho(1)$ in the range where $h(t) < n(t)$ but the signal is detectable, and $\sigma_\rho(2)$ in the large signal limit $h(t) > n(t)$. This is necessary as the detection statistic behaves differently within each of these three regimes.

We recall that the code calculates the normalised detection statistic $\rho/\sigma_\rho(0)$, whose distribution in pure noise is Gaussian with zero mean and unit variance. In the presence of a signal, the mean and variance of $\rho/\sigma_\rho(0)$, $\mu$ and $\sigma$,
Figure 4.2: PDFs of $\rho$ (solid line) for $T_{\text{lag}} = 0$ s (left) and $T_{\text{lag}} = 3600$ s (right) for (top to bottom) $T_{\text{obs}} = 1$ hour, 5 hours, 1 day, 1 month, and 1 year. For reference, the dashed line shows a Gaussian with $\mu = 0$ and $\sigma = 1$. 
Figure 4.3: Skewness, $\gamma_1$ (top panel), and kurtosis excess, $\gamma_2 - 3$ (bottom panel), of $\rho/\sigma_{\rho}$ as a function of total SFT duration, for $T_{\text{lag}} = 3600$ s and SFTs containing pure Gaussian noise. The error bars (vertical lines) have peak-to-peak amplitudes of twice the standard error of skewness (top panel) and twice the standard error of kurtosis (bottom panel) (see text for definition).
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Figure 4.4: Skewness, $\gamma_1$ (top panel), and kurtosis excess, $\gamma_2 - 3$ (bottom panel), of $\rho/\sigma_\rho$ as a function of total SFT duration, for $T_{\text{lag}} = 0$ s and SFTs containing pure Gaussian noise. The error bars (vertical lines) have peak-to-peak amplitudes of twice the standard error of skewness (top panel) and twice the standard error of kurtosis (bottom panel) (see text for definition).
scale similarly to (4.4) and (4.5). They are given by

\[ \mu = 2^{1/2} h_0^2 \sum_\alpha |u_\alpha|, \]

\[ \sigma^2 = \sum_{I \neq J} |u_{IJ}|^2 \left[ \frac{S_I^L S_J^L}{4 \Delta T^2} + \frac{h_0^2}{2 \Delta T} \left( \tilde{G}_{II} S_I^L + \tilde{G}_{JJ} S_J^L \right) \right] + \mathcal{O}(h_0^4). \]

A full derivation is presented in Appendix 4C. In (4.6) and (4.7), we have again ignored self-correlations.

We test (4.6) and (4.7) against numerical results by injecting signals into simulated Gaussian noise with wave strains ranging between \(1 \times 10^{-25} \leq h_0 \leq 5 \times 10^{-22}\) at 150.1 Hz, and no spin down. Again, we use the \texttt{lalapps\_Makefakedata\_v4} utility to generate \(10^3\) sets of SFTs for each \(h_0\) value, with random signal parameters \(\alpha, \delta, \cos \iota, \) and \(\psi\). We choose \(T_{\text{obs}}\) to be 1 year, and run the search using \(T_{\text{lag}} = 3600\) s, and search over a 0.01 Hz band centred on the signal frequency. We also search only the injected \(\alpha, \delta, \cos \iota, \) and \(\psi\) values. For each trial, we analyse only the largest \(\rho/\sigma(0)\) value returned.

The top panel of Figure 4.5 plots \(\langle \rho/\sigma(0) \rangle\), averaged over the \(10^3\) trials, as a function of \(h_0\). \(\langle \rho/\sigma(0) \rangle\) increases from \(\approx 0.7\) at \(h_0 = 1 \times 10^{-25}\) to \(\approx 10^7\) at \(5 \times 10^{-22}\), growing \(\propto h_0^2\) as expected. In the bottom panel of Figure 4.5, we plot the standard deviation of the set of largest \(\rho/\sigma(0)\) values from each trial, as a function of \(h_0\). We observe the change in behaviour of the standard deviation in the three regimes \((h(t) \ll n(t), h(t) \lesssim n(t), \text{and } h(t) > n(t))\). For \(h_0 = 1 \times 10^{-25}\), the signal is too small to be detectable, and \(\sigma(0) = 1\). At \(h_0 = 1 \times 10^{-24}\), we have \(\sigma(1) = 44\), and we are in the second regime where the standard deviation grows approximately as \(h_0\) as predicted by (4.7). In this regime, the effects of the \(\mathcal{O}(h_0^4)\) terms are negligible. However, as \(h_0\) increases further, we enter the third regime in which the signal dominates the noise. Above \(h_0 \approx 10^{-24}\), the slope of the curve steepens as \(\sigma(2)\) grows approximately as \(h_0^2\), as the \(\mathcal{O}(h_0^4)\) terms in (4.7) become significant.

In practice, we do not expect the data to contain a signal strong enough to place us in the third regime. We therefore verify that for a realistic signal strength between \(10^{-25} \lesssim h_0 \lesssim 10^{-24}\), the mean and variance of \(\rho/\sigma(0)\) scale as \(h_0^2\), as predicted by (4.6) and (4.7).

### 4.2.3 Averaging over \(\cos \iota\) and \(\psi\)

The inclination and polarization angles, \(\iota\) and \(\psi\), modulate the amplitude of a gravitational wave signal and should strictly be included in the set of search
Figure 4.5: The mean $\mu$ (top) and standard deviation $\sigma$ (bottom) of the normalized detection statistic $\langle \rho/\sigma(0) \rangle$ as a function of injected gravitational wave strain $h_0$, plotted in log-log axes. The injected signals have random parameters $\alpha, \delta, \cos \iota,$ and $\psi$, and a fixed frequency of 150.1 Hz with zero spin down.
parameters. However, for the sake of computational economy, one can choose instead to average over \( \cos \iota \) and \( \psi \) in a first-pass search. In the event of a candidate, follow-up searches can include these parameters as the number of templates is narrowed down.

When averaging over \( \cos \iota \) and \( \psi \), the signal cross-correlation function \( \tilde{G}_{IJ} \) is calculated using the handy formula (3.11), which is derived from averaging the beam pattern functions and signal amplitudes in (3.5). For the sake of clarity, we explain the derivation here in detail. We restate equation (3.5), viz.

\[
\tilde{G}_{IJ} = \frac{1}{4} e^{-i\Delta \Phi_{IJ}} e^{-i\pi \Delta T[J(t_I) - J(t_J)]} \left[ F_{I+} F_{J+} A^2_+ + F_{I\times} F_{J\times} A^2_\times \right. \\
\left. - i(F_{I+} F_{J\times} - F_{I\times} F_{J+}) A_+ A_\times \right],
\]

In (4.8), we define \( \Delta \Phi_{IJ} = \Phi_I(\tau_I) - \Phi_J(\tau_J) \), where \( \Phi_I(\tau_I) \) and \( \Phi_J(\tau_J) \) are the signal phases at the times of the midpoints of SFTs \( I \) and \( J \) respectively. \( \nu_I(\tau_I) \) and \( \nu_J(\tau_J) \) are the signal frequencies of SFTs \( I \) and \( J \) at times \( \tau_I \) and \( \tau_J \), and \( \Delta T \) is the SFT length. The origin of the second exponential factor, which does not appear in Dhurandhar et al. (2008), is described below. \( F_{I+}, F_{J+} \) and \( F_{I\times}, F_{J\times} \) are the beam detector functions for SFTs \( I \) and \( J \), at times \( \tau_I \) and \( \tau_J \), respectively, and \( A_+, A_\times \) describe the inclination of the source with respect to the observer. \( F_{+,\times} \) and \( A_{+,\times} \) are defined in equations (3.6)–(3.9), which we now restate as

\[
A_+ = \frac{1 + \cos^2 \iota}{2}, \quad (4.9)
\]

\[
A_\times = \cos \iota, \quad (4.10)
\]

\[
F_+(t; n, \psi) = a(t; n) \cos 2\psi + b(t; n) \sin 2\psi, \quad (4.11)
\]

\[
F_\times(t; n, \psi) = b(t; n) \cos 2\psi - b(t; n) \sin 2\psi. \quad (4.12)
\]

In (4.11) and (4.12), \( n \) is the position vector pointing from the detector to the source, and \( a(t; n) \) and \( b(t; n) \) are the detector response functions at time \( t \) for a given sky position. They are calculated in LALAPPs using the GetNewAM-Coeffs function.

Averaging is performed according to the definition in Jaranowski et al. (1998):

\[
\langle \ldots \rangle_{\psi, \cos \iota} = \frac{1}{2\pi} \int_0^{2\pi} d\psi \times \frac{1}{2} \int_{-1}^1 d \cos \iota, \quad (4.13)
\]
yielding (Dhurandhar et al. 2008)

\[
\langle F_{I+} F_{J+} \rangle_\psi = \langle F_{Ix} F_{Jx} \rangle_\psi = \frac{1}{2} (a_I a_J + b_I b_J), \quad (4.14)
\]

\[
\langle F_{Ix} F_{J+} \rangle_\psi = \langle F_{Jx} F_{I+} \rangle_\psi = 0, \quad (4.15)
\]

\[
\langle A^2_\perp \rangle_{\cos I} = \frac{7}{15}, \quad (4.16)
\]

\[
\langle A^2_\times \rangle_{\cos I} = \frac{1}{3}, \quad (4.17)
\]

\[
\langle A_+ A_\times \rangle_{\cos I} = 0, \quad (4.18)
\]

where \(a_I\) and \(b_I\) are shorthand for \(a(T_I; n)\) and \(b(T_I; n)\) respectively.

Substituting (4.14)–(4.18) into (4.8) gives (3.11):

\[
\langle \tilde{G}_{IJ} \rangle_{\cos I, \psi} = \frac{1}{10} e^{-i\Delta T} e^{-i\pi \Delta T [\nu(T_I) - \nu(T_J)]} (a_I a_J + b_I b_J), \quad (4.19)
\]

**Correction to \(\tilde{G}_{IJ}\)**

While testing the code, a small error in the definition of \(\tilde{G}_{IJ}\) [equation (3.10) in Dhurandhar et al. (2008)] was found. We now rederive \(\tilde{G}_{IJ}\) in detail. Firstly, the Fourier transform of the gravitational wave signal \(h(t)\) in SFT \(I\) of length \(\Delta T\) is defined in equation (2.25) of Dhurandhar et al. (2008) as

\[
\tilde{h}_I(\nu) = e^{i\pi \nu \Delta T} h_0 \left\{ e^{i\Phi(T_I)} \frac{F_+ A_+ - i F_\times A_\times}{2} \delta_{\Delta T} [\nu - \nu_I(T_I)] \\
+ e^{-i\Phi(T_I)} \frac{F_+ A_+ + i F_\times A_\times}{2} \delta_{\Delta T} [\nu + \nu(T_I)] \right\}, \quad (4.20)
\]

where \(T\) is the time at the midpoint of the SFT, \(\nu\) is the Fourier frequency, \(\Phi(T)\) is the signal phase at time \(T\), and \(\delta_{\Delta T} (\nu) = \sin(\pi \nu \Delta T) / \pi \nu\) is the finite time approximation to the delta function \(\delta(\nu)\). As we assume that the signal power is concentrated in a single bin, this approximation is valid because \(\nu - \nu_I(T_I) < 1/\Delta T\) always. For \(\nu > 0\), only the first term of (4.20) remains, and the cross-correlation of SFTs \(I\) and \(J\) is defined as [equation (3.9) of Dhurandhar et al. (2008)]

\[
\tilde{h}_I^*(\nu) \tilde{h}_J(\nu + \delta \nu_{IJ}) = h_0^2 \tilde{G}_{IJ} \delta_{\Delta T}^2 [\nu - \nu_I(T_I)], \quad (4.21)
\]

where \(\delta \nu_{IJ} = \nu_J(T_J) - \nu_I(T_I)\). For \(\nu = \nu_I(T_I)\), (4.21) reduces to

\[
\tilde{G}_{IJ} = \frac{\tilde{h}_I^*[\nu_I(T_I)] \tilde{h}_J[\nu_J(T_J)]}{h_0^2 (\Delta T)^2}. \quad (4.22)
\]
Substituting (4.20) into (4.22) results in (4.8).

In Dhurandhar et al. (2008), the term $e^{-i\pi \Delta T_J - i\pi \Delta T_I}$ in (4.8) is missing, as the authors assume $\delta \nu_{IJ} = 0$, which only holds for self-correlations. The product $\tilde{h}_I^I[I(T_I) - \nu_J(T_J)]$ in (4.8) contains two exponential factors: $e^{i\pi \Delta T_J - i\pi \Delta T_I}$ and $e^{[\Phi_J(T_J) - \Phi_I(T_I)]}$. If $\delta \nu_{IJ} = 0$, the first factor goes to unity, and the second factor enters as the $\Delta \Phi_{IJ}$ term. However, if $\delta \nu_{IJ} \neq 0$, then $e^{-i\pi \Delta T_J - i\pi \Delta T_I} \neq 1$, and must be factored into $\tilde{G}_{IJ}$.

**Comparison of $\langle \tilde{G}_{IJ} \rangle_{\cos \iota, \psi}$ to $\tilde{G}_{IJ}$**

Monte Carlo tests comparing $\rho/\sigma_\rho$, calculated separately using $\langle \tilde{G}_{IJ} \rangle_{\cos \iota, \psi}$ and $\tilde{G}_{IJ}$ respectively, reveal unexpected results, indicating that there may be an error in the code which is as yet unresolved. We run three sets of mock searches, using: 1) $\tilde{G}_{IJ}$ and all the exact signal parameters ($\alpha, \delta, \cos \iota, \psi$), 2) $\langle \tilde{G}_{IJ} \rangle_{\cos \iota, \psi}$ and the exact signal parameters ($\alpha, \delta$), and 3) $\tilde{G}_{IJ}$, the exact signal parameters ($\alpha, \delta$), and random parameters ($\cos \iota, \psi$) which are not equal to the exact signal parameters. We generate 500 sets of simulated data with signal parameters ($\nu, \alpha, \delta, \cos \iota$ and $\psi$) distributed randomly, using lalapps_Makefakedata_v4 as in Section 4.2.1. Signals are injected into 1 year of 30-min SFTs (from H1 and L1) with large amplitudes $[h_0/\sqrt{S_n(\nu)} = 1 \text{Hz}^{1/2}]$. All three searches (sets 1, 2, and 3) are run on the same SFTs across a frequency band of 0.06 Hz, centred on the injected signal frequency (ranging between 50–1000 Hz).

The three sets of searches produce different detection statistics, which we call $\rho_{\text{exact}}$ (set 1), $\rho_{\text{ave}}$ (set 2), and $\rho_{\text{random}}$ (set 3). For all values of $T_{\text{lag}}$, one expects $\rho_{\text{exact}}$ to be larger than $\rho_{\text{ave}}$ or $\rho_{\text{random}}$, as a search over the exact signal parameters should maximise $\rho$. We expect $\rho_{\text{ave}}$ to be some fraction (e.g. $\sim 0.9$) of $\rho_{\text{exact}}$. $\rho_{\text{random}}$ is expected to be even less, as $\cos \iota$ and $\psi$ may be sampled at values which are very far from their true (injected) value. Figures 4.6–4.11 show the results of tests run using pair separations of $T_{\text{lag}} = 0, 3600,$ and 7200 s. In each figure, the left panel shows the distribution of $\rho_{\text{ave}}/\rho_{\text{exact}}$, while the right panel shows the distribution of $\rho_{\text{random}}/\rho_{\text{exact}}$.

The distributions of $\rho_{\text{ave}}/\rho_{\text{exact}}$ and $\rho_{\text{random}}/\rho_{\text{exact}}$ are plotted in two ways: as functions of $\rho_{\text{exact}}$ (Figures 4.6, 4.8, and 4.10) and of injected signal frequency (Figures 4.7, 4.9, and 4.11). The former show how the distributions depend on signal strength, whereas the latter should highlight any frequency-dependent trends caused by e.g. residual Doppler effects.

We now discuss the figures in detail. For $T_{\text{lag}} = 0$ s, we find unexpectedly that 93 of 500 trials produce $\rho_{\text{ave}} > \rho_{\text{exact}}$, with the largest being $\rho_{\text{ave}} =$
Figure 4.6: Distribution of $\rho_{\text{ave}}/\rho_{\text{exact}}$ (left panel) and $\rho_{\text{random}}/\rho_{\text{exact}}$ (right panel) as a function of $\rho_{\text{exact}}$ for $T_{\text{lag}} = 0\,\text{s}$. 500 trials are performed, using randomly distributed $\nu, \alpha, \delta, \cos \iota$, and $\psi$ values. Each point on the figure represents one trial.

Figure 4.7: Distribution of $\rho_{\text{ave}}/\rho_{\text{exact}}$ (left panel) and $\rho_{\text{random}}/\rho_{\text{exact}}$ (right panel) as a function of injected signal frequency for $T_{\text{lag}} = 0\,\text{s}$. 500 trials are performed, using randomly distributed $\nu, \alpha, \delta, \cos \iota$, and $\psi$ values. Each point on the figure represents one trial.
1.320 \rho_{\text{exact}}. Additionally, 84 of 500 trials produce \rho_{\text{random}} > \rho_{\text{exact}}, the largest being \rho_{\text{random}} = 1.796 \rho_{\text{exact}}. On average, \langle \rho_{\text{ave}}/\rho_{\text{exact}} \rangle = 0.904, and \langle \rho_{\text{random}}/\rho_{\text{exact}} \rangle = 0.817. Figure 4.6 shows that the two distributions have a wide spread near \rho_{\text{exact}} \approx 0, and narrow as \rho_{\text{exact}} increases. The cases in which \rho_{\text{exact}} exceeds \rho_{\text{ave}} and \rho_{\text{random}} occur mostly when \rho_{\text{exact}} \lesssim 2 \times 10^4, indicating that this effect is more pronounced for weaker signals. Additionally, Figure 4.7 shows that although this effect occurs across all frequencies, the worst cases occur in the frequency band 400 – 600 Hz. The reason for this is unclear. If the discrepancy was caused by residual Doppler effects shifting the signal frequency within each SFT, we would see the effect worsening as the frequency increases.

This puzzling effect decreases as \text{\textsc{lag}} is increased. For \text{\textsc{lag}} = 3600 s, 53 of 500 trials produce \rho_{\text{ave}} > \rho_{\text{exact}}, the largest being \rho_{\text{ave}} = 1.051 \rho_{\text{exact}}, while 20 of 500 trials produce \rho_{\text{random}} > \rho_{\text{exact}}, the largest being \rho_{\text{random}} = 1.021 \rho_{\text{exact}}. On average, \langle \rho_{\text{ave}}/\rho_{\text{exact}} \rangle = 0.893, and \langle \rho_{\text{random}}/\rho_{\text{exact}} \rangle = 0.825. In Figure 4.8, the distribution of \rho_{\text{ave}}/\rho_{\text{exact}} (left panel) is noticeably less scattered than for \text{\textsc{lag}} = 0 s. For \rho_{\text{exact}} \lesssim 4.8 \times 10^4, the lower bound of the distribution, increases from \rho_{\text{ave}}/\rho_{\text{exact}} \approx 0.6–0.9, whereas above this value, the lower bound of the distribution remains constant at \approx 0.9. The upper bound of \rho_{\text{ave}}/\rho_{\text{exact}} also increases from 8.44 \times 10^3 \leq \rho_{\text{exact}} \lesssim 2.2 \times 10^4, after which it decreases. The distribution of \rho_{\text{random}}/\rho_{\text{exact}} (right panel) has a much wider spread than that of \rho_{\text{ave}}/\rho_{\text{exact}}, although its upper bound is \approx 1.0 for all values of \rho_{\text{exact}}. In Figure 4.9, the distributions in the left and right panels also differ. The spread of \rho_{\text{ave}}/\rho_{\text{exact}} (left panel) widens slightly as the frequency increases, with many cases of \rho_{\text{ave}} > \rho_{\text{exact}} occurring above \sim 600 Hz. However, \rho_{\text{random}}/\rho_{\text{exact}} (right panel) is distributed uniformly across the entire frequency band, ranging from \sim 0.4–1.

When \text{\textsc{lag}} is increased further to 7200 s, there are no cases where \rho_{\text{ave}} > \rho_{\text{exact}}. Out of 500 trials, 18 produce \rho_{\text{random}} > \rho_{\text{exact}}, although the largest (\rho_{\text{random}} = 1.005 \rho_{\text{exact}}) is significantly smaller than in the previous cases. On average, \langle \rho_{\text{ave}}/\rho_{\text{exact}} \rangle = 0.858, and \langle \rho_{\text{random}}/\rho_{\text{exact}} \rangle = 0.733. Aside from this difference, Figure 4.10 shows distributions of \rho_{\text{ave}}/\rho_{\text{exact}} (left panel) and \rho_{\text{random}}/\rho_{\text{exact}} (right panel) which are similar in shape to those of the \text{\textsc{lag}} = 3600 s case (Figure 4.8). In Figure 4.11, however, we note that the largest values of \rho_{\text{ave}}/\rho_{\text{exact}} occur between \sim 200–600 Hz, unlike the \text{\textsc{lag}} = 3600 s case.

\footnote{While testing an early version of the code, it was found that the frequency and phase of the signal were erroneously being calculated at the start and not the midpoint of each SFT, resulting in this frequency-dependence. This error has now been fixed.}
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Figure 4.8: Distribution of $\rho_{\text{ave}}/\rho_{\text{exact}}$ (left panel) and $\rho_{\text{random}}/\rho_{\text{exact}}$ (right panel) as a function of $\rho_{\text{exact}}$ for $T_{\text{lag}} = 3600$ s. 500 trials are performed, using randomly distributed $\nu, \alpha, \delta, \cos \iota,$ and $\psi$ values. Each point on the figure represents one trial.

Figure 4.9: Distribution of $\rho_{\text{ave}}/\rho_{\text{exact}}$ (left panel) and $\rho_{\text{random}}/\rho_{\text{exact}}$ (right panel) as a function of injected signal frequency for $T_{\text{lag}} = 3600$ s. 500 trials are performed, using randomly distributed $\nu, \alpha, \delta, \cos \iota,$ and $\psi$ values. Each point on the figure represents one trial.
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Figure 4.10: Distribution of $\rho_{\text{ave}}/\rho_{\text{exact}}$ (left panel) and $\rho_{\text{random}}/\rho_{\text{exact}}$ (right panel) as a function of $\rho_{\text{exact}}$ for $T_{\text{lag}} = 7200$ s. 500 trials are performed, using randomly distributed $\nu, \alpha, \delta, \cos \iota$, and $\psi$ values. Each point on the figure represents one trial.

Figure 4.11: Distribution of $\rho_{\text{ave}}/\rho_{\text{exact}}$ (left panel) and $\rho_{\text{random}}/\rho_{\text{exact}}$ (right panel) as a function of injected signal frequency for $T_{\text{lag}} = 7200$ s. 500 trials are performed, using randomly distributed $\nu, \alpha, \delta, \cos \iota$, and $\psi$ values. Each point on the figure represents one trial.

In contrast, $\rho_{\text{random}}/\rho_{\text{exact}}$ is uniformly distributed across the entire frequency band.

The dependence of this effect on $T_{\text{lag}}$ implies that there may be an error in either the theoretical or numerical calculation of the exponential factors in $\tilde{G}_{IJ}$, as they are the only parameters which change with $T_{\text{lag}}$. This remains an open issue which will be resolved in the coming months, after the deadline for submission of this thesis. However, as the excess of $\rho_{\text{ave}}$ over $\rho_{\text{exact}}$ is limited to the $\sim 5\%$ level for $T_{\text{lag}} \geq 3600$ s, we are able to place upper limits on the sensitivity of the search code to within a $5\%$ accuracy.

4.3 Sensitivity estimates

In this section, we present preliminary results of Monte Carlo tests to determine the smallest gravitational wave signal (without spin down) detectable by the search code. A search returns a positive candidate if the resulting detection statistic exceeds a threshold value $\rho_{\text{th}}$. In order to place $95\%$ confidence limits on the smallest detectable wave strain, we must find empirically the value of
We perform tests at three frequencies: 150 Hz, 300 Hz, and 600 Hz. Each test consists of $10^3$ trials. For each trial, we generate 1 year of 30 minute SFTs using lalapps_Makefakedata_v4, with signal parameters $(\alpha, \delta) = (1.31931, -1.20899)$ (the coordinates of SNR 1987A), and random $\cos \iota$, and $\psi$. We then search for the signal using the exact sky position $(\alpha, \delta)$, and averaging over $\cos \iota$ and $\psi$. The power spectral density at a given frequency for each SFT is calculated using equation (4.3).

4.3.1 Estimating $\rho_{th}$

For a given false alarm rate $\alpha_f$, $\rho_{th}$ can be estimated empirically from Monte Carlo searches over pure noise in the following way. SFTs containing pure noise are generated, and a search is run over a range of $\nu, Q_1, Q_2$, and $n$. $\rho_{th}$ is then the value of $\rho$ which yields $\alpha$ positive detections. In this chapter, we consider $\alpha_f = 1\%$, i.e. for $10^3$ searches over pure noise, we adjust the value of $\rho_{th}$ until 10 trials have $\rho/\sigma > \rho_{th}$.

As shown in Section 4.2.1, for pure noise, the distribution of $\rho/\sigma$ is a Gaussian with zero mean and standard deviation $\approx 1$. There are two analytic estimates one can perform to validate the results of the Monte Carlo searches. Firstly, equation (3.14) is an analytic expression for $\rho_{th}$ for a given false alarm rate and standard deviation, $\rho_{th} = \sqrt{2\sigma \text{erfc}^{-1}(2\alpha_f/N)}$, where $\alpha_f$ is the false alarm rate, and $N$ is the number of search templates. For a Gaussian distribution with mean zero and unit standard deviation, this is equivalent to $\rho_{th} \approx F^{-1}[1 - (\alpha_f/N)]$, where $F^{-1}[x]$ is the inverse cumulative distribution function (CDF) of $x$. As $\rho_{th}$ increases with the number of search templates, it must be therefore be estimated independently for every search which uses a different $N$. Figure 4.12 plots $\rho_{th}$ as a function of $N$, obtained from solving (3.14). $\rho_{th}$ ranges from 3.72 for $N = 10^2$ to 7.03 for $N = 10^{10}$.

We now determine $\rho_{th}$ for our Monte Carlo searches. When searching for a signal with no spin down, the signal power is concentrated within one frequency bin. For the sake of computational economy, we therefore limit our search to a 0.1 Hz band, using a frequency resolution of $10^{-4}$ Hz. Each of the $10^3$ trials therefore consists of $N = 10^3$ search templates. For a $\alpha_f = 0.01$ and $\sigma = 1$, the analytic estimates yield $\rho_{th} = 4.265$. For each trial, we choose the largest $|\rho/\sigma|$ value returned. We determine $\rho_{th}$ empirically by finding the value of $\rho_{th}$ which is exceeded by only 10 of the $|\rho/\sigma|$ values.

Table 4.2 lists $\rho_{th}$ for each of the three trial frequencies. The values of $\rho_{th}$
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Figure 4.12: Analytic estimates for \( \rho_{th} \), using (3.14). We assume a false alarm rate \( \alpha_f \) of 0.01, and a standard deviation (in pure noise) of \( \sigma = 1 \), and a total number of search templates between \( 10^2 \leq N \leq 10^{10} \).

Table 4.2: \( \rho_{th} \) for each 0.1 Hz frequency band (starting at 150 Hz, 300 Hz, and 600 Hz respectively) used in the Monte Carlo searches over pure noise, without spin down.

<table>
<thead>
<tr>
<th>Frequency band (Hz)</th>
<th>( \rho_{th} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>150.0–150.1</td>
<td>4.550</td>
</tr>
<tr>
<td>300.0–300.1</td>
<td>4.470</td>
</tr>
<tr>
<td>600.0–600.1</td>
<td>4.493</td>
</tr>
</tbody>
</table>

lie between 4.470–4.550, which are within 5–7% of the second, CDF-based analytic estimate.

4.3.2 Sensitivity without spin down

In the case of zero spin down, we inject signals with strains ranging between \( 1 \times 10^{-25} \leq h_0 \leq 2 \times 10^{-24} \) into 1 year of SFTs. The mean, normalized detection statistic \( \langle \rho/\sigma \rangle \) (averaged over \( 10^3 \) trials) is plotted as a function of \( h_0 \) in Figure 4.13. The solid, dotted, and dashed lines denote injected signal frequencies near \( \nu_0 = 150.05 \text{ Hz}, 300.05 \text{ Hz}, \) and 600.05 Hz respectively. The signal frequencies are injected with a slight mismatch \( \delta \nu = \eta \Delta \nu \), where \( \eta \) is a random number between 0 and 1, and is different for each trial, and \( \Delta \nu = 10^{-4} \text{ Hz} \) is the search template spacing in the frequency band, e.g. for
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the 150 Hz case, the injected signal frequencies are \((150.05 + 10^{-4} \eta) \text{ Hz}\). This is done to simulate the mismatch between a given set of search templates and a real signal with unknown \(\nu\). In each trial, we search a 0.1 Hz Band centred on \(\nu_0\).

As expected, the values of \(\rho/\sigma_\rho\) are largest in the 150 Hz–150.1 Hz band, and the sensitivity decreases with increasing frequency as \(\sqrt{S_n}\) increases. In Figure 4.14, we plot the confidence levels \(C\) (i.e. the fraction of \(\rho/\sigma_\rho\) values, in each set of 10\(^3\) trials, which exceed \(\rho_{\text{th}}\)) as a function of \(h_0\). For a signal at 150 Hz (solid line), \(C\) increases from 0 at \(h_0 = 1 \times 10^{-25}\) to 1.0 at \(h_0 = 7 \times 10^{-25}\). For signals at 300 Hz (dotted line) and 600 Hz (dashed line), \(C\) reaches 1.0 at \(h_0 = 9 \times 10^{-25}\) and \(2 \times 10^{-24}\) respectively. Table 4.3 lists the values of \(h_0\) at which the confidence levels are sampled, with the corresponding values of \(C\). Simple linear interpolation provides an estimate of the value of \(h_0\) which yields \(C = 0.95\), denoted \(h_0^{95\%}\): for 150.05 Hz, \(h_0^{95\%} \approx 4.97 \times 10^{-25}\), for 300.05 Hz, \(h_0^{95\%} \approx 6.92 \times 10^{-25}\), and for 600.05 Hz, \(h_0^{95\%} \approx 1.41 \times 10^{-24}\).

Note that the above limits are for a search using 10\(^3\) templates. The full search is expected to cover \(\sim 10^9\) templates, corresponding to a larger \(\rho_{\text{th}}\). Instead of performing Monte Carlo estimates over all 10\(^9\) templates, we can estimate \(\rho_{\text{th}}\) analytically from (3.14), giving \(\rho_{\text{th}} = 6.71\). In Figure 4.15, we plot \(C\) as a function of \(h_0\), using \(\rho_{\text{th}} = 6.71\). As expected, the estimates for \(h_0^{95\%}\) are \(\sim 25\%\) larger: for 150.05 Hz, \(h_0^{95\%} \approx 5.90 \times 10^{-25}\), for 300.05 Hz, \(h_0^{95\%} \approx 8.45 \times 10^{-25}\), and for 600.05 Hz, \(h_0^{95\%} \approx 1.69 \times 10^{-24}\). A list of \(h_0\) with the corresponding values of \(C\) is presented in Table 4.4. These estimates will be verified numerically in the future.

4.3.3 Sensitivity with spin down

When we include spin down, the search sensitivity can be measured in terms of \(Q_1\) and \(Q_2\). Hence, instead of injecting signals within a given range of \(h_0\), we can instead inject signals corresponding to a range of \(Q_1\) and \(Q_2\). Due to limited computational resources\(^7\), we are unable to perform sensitivity estimates for values of \(\nu \gtrsim 150\) Hz and \(Q_1 \gtrsim 1 \times 10^{-18}\). These limits result in detection statistics which fall well below the 95% confidence limit.

We now outline the steps required to complete the sensitivity estimates, which will be performed on the more powerful Atlas cluster in Hannover, Ger-

\(^7\)Each node on the Morgane computing cluster has 2 GB of RAM. In order to generate 1 year of SFTs spanning a 5 Hz band (for \(\nu = 150\) Hz, and \(Q_1 = Q_2 = 10^{-18}\)), approximately 1.5 GB of RAM is required. Larger \(\nu, Q_1,\) and \(Q_2\) values require the SFTs to span a larger frequency band.
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Figure 4.13: The mean, normalized detection statistic $\langle \rho / \sigma_\rho \rangle$ (averaged over $10^3$ trials) as a function of injected gravitational wave strain $h_0$. The injected signals have random parameters $\cos \iota$, and $\psi$, fixed sky positions $(\alpha, \delta) = (1.31931 \text{ rad}, -1.20899 \text{ rad})$, and $\nu_0$ of $(150.05 + 10^{-4} \eta) \text{ Hz}$ (solid line), $(300.05 + 10^{-4} \eta) \text{ Hz}$ (dotted line), and $(600.05 + 10^{-4} \eta) \text{ Hz}$ (dashed line), where $\eta$ is a random number between 0 and 1. We $\rho_{10}$, corresponding to $10^3$ search templates per trial. The signals have zero spin down and span 1 year of SFTs.
Figure 4.14: Confidence levels, $C$, as a function of injected gravitational wave strain $h_0$. The injected signals have random parameters $\cos \iota$, and $\psi$, fixed sky positions $(\alpha, \delta) = (1.31931 \text{ rad}, -1.20899 \text{ rad})$, and $\nu_0$ of $(150.05 + 10^{-4}\eta)$ Hz (solid line), $(300.05 + 10^{-4}\eta)$ Hz (dotted line), and $(600.05 + 10^{-4}\eta)$ Hz (dashed line), where $\eta$ is a random number between 0 and 1. We use $\rho_{\text{th}}$ corresponding to $10^3$ search templates per trial. The signals have zero spin down and span 1 year of SFTs. The horizontal line shows the 95% confidence level.
CHAPTER 4. IMPLEMENTING THE CROSS-CORRELATION SEARCH

<table>
<thead>
<tr>
<th>$h_0 \times 10^{-25}$</th>
<th>$C$ (150.05 Hz)</th>
<th>$C$ (300.05 Hz)</th>
<th>$C$ (600.05 Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0111</td>
<td>0.013</td>
<td>0.008</td>
</tr>
<tr>
<td>2</td>
<td>0.229</td>
<td>0.027</td>
<td>0.008</td>
</tr>
<tr>
<td>3</td>
<td>0.565</td>
<td>0.276</td>
<td>0.013</td>
</tr>
<tr>
<td>4</td>
<td>0.786</td>
<td>0.544</td>
<td>0.052</td>
</tr>
<tr>
<td>5</td>
<td>0.955</td>
<td>0.704</td>
<td>0.173</td>
</tr>
<tr>
<td>6</td>
<td>0.997</td>
<td>0.856</td>
<td>0.309</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>0.958</td>
<td>0.464</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>0.994</td>
<td>0.575</td>
</tr>
<tr>
<td>9</td>
<td>1.0</td>
<td>1.0</td>
<td>0.671</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>1.0</td>
<td>0.736</td>
</tr>
<tr>
<td>15</td>
<td>1.0</td>
<td>1.0</td>
<td>0.996</td>
</tr>
<tr>
<td>20</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 4.3: Table of confidence levels, $C$, as a function of $h_0$ for injected signals at $(150.05 + 10^{-4}\eta)$ Hz, $(300.05 + 10^{-4}\eta)$ Hz, and $(600.05 + 10^{-4}\eta)$ Hz, where $\eta$ is a random number between 0 and 1. We use $\rho_{th}$ corresponding to $10^9$ search templates per trial. The signals have no spin down and span 1 year of SFTs.

Figure 4.15: Confidence levels, $C$, as a function of injected gravitational wave strain, $h_0$, as in Figure 4.14, but with $\rho_{th}$ corresponding to $10^9$ search templates per trial. The signals have zero spin down and span 1 year of SFT. The horizontal line shows the 95% confidence level.
Table 4.4: Table of confidence levels, $C$, as a function of $h_0$, as in Table 4.3, but with $\rho_{th}$ corresponding to $10^9$ search templates per trial. The signals have no spin down and span 1 year of SFTs.

<table>
<thead>
<tr>
<th>$h_0 (10^{-25})$</th>
<th>$C (150.05 \text{ Hz})$</th>
<th>$C (300.05 \text{ Hz})$</th>
<th>$C (600.05 \text{ Hz})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.051</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>0.392</td>
<td>0.075</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>0.602</td>
<td>0.345</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>0.792</td>
<td>0.502</td>
<td>0.025</td>
</tr>
<tr>
<td>6</td>
<td>0.967</td>
<td>0.678</td>
<td>0.127</td>
</tr>
<tr>
<td>7</td>
<td>0.998</td>
<td>0.790</td>
<td>0.270</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>0.923</td>
<td>0.394</td>
</tr>
<tr>
<td>9</td>
<td>1.0</td>
<td>0.983</td>
<td>0.497</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>1.0</td>
<td>0.566</td>
</tr>
<tr>
<td>15</td>
<td>1.0</td>
<td>1.0</td>
<td>0.919</td>
</tr>
<tr>
<td>20</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Many, in the coming months. First, we note that the lalapps_Makefakedata_v4 utility was not written to accommodate the astrophysical phase model. Instead it accepts up to three frequency derivatives. Hence, we take the following steps to generate SFTs using lalapps_Makefakedata_v4.

1. For given $\nu, Q_1, Q_2$, and $n$, we calculate $\dot{\nu}, \ddot{\nu},$ and $\dddot{\nu}$. For simplicity, we assume the electromagnetic braking index $n = 3$ for all cases.

2. Using equation (3.18), we calculate $h_0$ from $\nu$ and $Q_1$. In (3.18), we set the distance to the source to be 51.4 kpc, the distance to SNR 1987A.

One restriction is that this method limits the spin-down rate $\dot{\nu} \lesssim 10^{-7}$ Hz s$^{-1}$. For larger values of $\dot{\nu}$, after $T_{\text{obs}} = 1$ yr, the discrepancy between $\nu$ set by lalapps_Makefakedata_v4 and $\nu$ calculated by the astrophysical model becomes larger than $(1/\Delta T)$ Hz (one SFT frequency bin), and the search code is unable to accurately track the phase of the signal.

4.4 Conclusion

In Chapter 3, we discuss the motivation and theoretical framework for the cross-correlation search for a young neutron star in SNR 1987A. In this chapter, we implement the search algorithm. We have added our software to the LAL/LALAPPs software suite used by the LSC. The search code has been under internal LSC review since June 2009.
In order to verify that the code is functioning correctly, we have conducted Monte Carlo tests on simulated Gaussian noise, as well as on simulated signals injected into Gaussian noise. We note the following key results.

- When the search is run on pure noise, the distribution of the detection statistic, $\rho/\sigma$, depends on $N_{\text{pairs}}$, the number of pairs included in the search. As $N_{\text{pairs}}$ increases, the distribution of $\rho/\sigma$ approaches a Gaussian with mean zero and unit variance, as expected. We note that the standard deviation of $\rho/\sigma$ exceeds unity by $\approx 2\%$ for all values of $N_{\text{pairs}}$. This is not expected to impact the results of the search significantly, although we keep this issue in mind as we proceed with the analysis.

- In the presence of a non-zero signal, the mean of $\rho/\sigma$ scales as $h_0^2$, as expected. The variance of $\rho/\sigma$ also scales as $h_0^2$, for $h_0 < \sqrt{S_n/\text{Hz}}$. For $h_0 \gtrsim \sqrt{S_n/\text{Hz}}$, the variance scales as approximately $h_0^4$.

- The software allows the user to search over an exact source inclination angle and polarization angle or average over the two angles. This is done by using either $\tilde{\mathbf{G}}_{IJ}$ or $\langle \tilde{\mathbf{G}}_{IJ} \rangle_{\cos \iota, \psi}$ defined in (4.8) and (4.19). Although searching over the exact angles should always yield larger $\rho/\sigma$, when comparing the two methods, we find unexpectedly that in some cases, $\rho_{\text{ave}}/\rho_{\text{exact}} > 1$. This effect is worse for small $T_{\text{lag}}$, and disappears when $T_{\text{lag}}$ is increased to 7200 s. It may be indicative of a software error, and will be investigated further.

We also perform preliminary sensitivity estimates, for signals without spin down. We estimate analytically and numerically the quantity $\rho_{\text{th}}$ for a 0.1 Hz search using $10^3$ templates, centred on the frequencies 150.05 Hz, 300.05 Hz, and 600.05 Hz. For a 1% false alarm rate, the values of $\rho_{\text{th}}$ obtained numerically range from 4.470–4.550, and are 5–7% larger than the analytic estimate. Using the numerical results, for a search with $10^3$ templates, the 95% confidence levels on the wave strain sensitivity are estimated to be $h_0^{95\%} \approx 4.97 \times 10^{-25}, 6.92 \times 10^{-25},$ and $1.41 \times 10^{-24}$ for 150.05 Hz, 300.05 Hz, and 600.05 Hz respectively. For a search with $10^9$ templates, we can estimate $\rho_{\text{th}}$ analytically, yielding 95% confidence levels on the wave strain sensitivity to be $h_0^{95\%} \approx 5.90 \times 10^{-25}, 8.45 \times 10^{-25},$ and $1.69 \times 10^{-24}$ for 150.05 Hz, 300.05 Hz, and 600.05 Hz respectively. As these results apply to signals with zero spin down, we are unable to directly link the confidence limits to limits on the magnetic field and ellipticity using the astrophysical model discussed in chapter 3. However, as a rough guide, we can apply (3.18) to the results, yielding ellipticity limits of $1.16 \times 10^{-6}, 1.02 \times 10^{-7},$
and $2.04 \times 10^{-7}$ for 150.05 Hz, 300.05 Hz, and 600.05 Hz respectively. We are prevented from making detailed sensitivity estimates for signals with non-zero spin down by computational and time restrictions.

Further work is required before the search begins. It includes:

- resolving the issue of why $\rho_{\text{ave}}$ exceeds $\rho_{\text{exact}}$ for small $T_{\text{lag}}$,

- finalizing the exact range of parameters to be searched, using the results from Chapter 3 as a guide, and

- estimating $\rho_{\text{th}}$ across the entire search template space, and conducting extensive sensitivity estimates based on detector noise instead of simulated Gaussian noise.

The search is expected to begin in mid-late 2010.
5 Stokes tomography of radio pulsar magnetospheres. I. Linear polarization

5.1 Introduction

Polarimetric studies of pulsar radio emission probe the geometry of the pulsar magnetosphere. Although the phenomenology of the emission is often complex, there are some general trends in the observed pulse shapes and polarization angle (PA) swings that have been explained qualitatively with simple magnetospheric models. In many objects, the data are approximately consistent with low-altitude emission from open dipolar field lines centred on the magnetic axis (e.g. Rankin 1983; Lyne & Manchester 1988), although in some objects, like the Crab, the emission is thought to emerge as a fan beam from higher altitudes in the outer magnetosphere (e.g. Cheng & Ruderman 1977; Kaspi et al. 2000).

Three lines of evidence favour an approximately dipolar magnetic field in the radio emission region. First, pulses narrow with increasing frequency. According to the radius-to-frequency mapping, the frequency of the radiation is related to the local particle density, which decreases with altitude, as the dipole field lines diverge (Ruderman & Sutherland 1975; Cordes 1978). The width of the pulse profile is commonly used to infer the emission height, with high-frequency pulses originating closer to the surface (e.g. Manchester 1996; von Hoensbroech & Xilouris 1997b; Karastergiou & Johnston 2007; Weltevrede & Johnston 2008). Second, in many objects, the pulse width $W$ is inversely related to the spin period $P$ of the pulsar according to $W \propto P^{-1/2}$ (Rankin 1993). This relation can be explained geometrically assuming an emission cone tangent to the last open field line of a dipole (e.g. Gangadhara & Gupta 2001).

\footnote{Not all pulsars obey radius-to-frequency mapping; for example in PSR B0525+21 and PSR B0740–28, the emission frequency increases with altitude (von Hoensbroech & Xilouris 1997b).}
Under this assumption, the measured pulse widths can also be related to the cone half-opening angle and the angle between the magnetic and rotation axes (Gil et al. 1984). Third, the plane of linear polarization traces out a characteristic S-shaped swing over one pulse period. The swing has been modelled successfully by the rotating vector model assuming a dipole field (or, more generally, an axisymmetric field). The model relates the gradient of the S-shape at the inflection point to the inclination angle of the observer and the angle between the magnetic and rotation axes (Radhakrishnan & Cooke 1969; Lyne & Manchester 1988; Hibschman & Arons 2001). The phase lag between the centroid of the pulse profile and the inflection point has also been used to estimate the emission altitude (Blaskiewicz et al. 1991).

Unfortunately, experience shows that there are limitations in relying only on the pulse profile and PA swing. For example, the three trends mentioned above fail to fix the geometry uniquely. The PA swing looks remarkably similar for many different orientations of the observer and the magnetic axis. Moreover, observations show that many pulsars do not display the clean, S-shaped swing expected from the rotating vector model. Instead, the S-shape is often distorted, suggesting nondipolar configurations (Karastergiou et al. 2005; Johnston et al. 2008b; Han et al. 2009). In particular, many millisecond pulsars have flat PA profiles (Stairs et al. 1999; Ord et al. 2004), highly distorted profiles (e.g. PSR J0437−4715; Navarro et al. 1997) or seemingly random PAs (e.g. giant pulses from PSR J1824−2452A; Knight et al. 2006). Multi-frequency observations show that the PA swing varies with frequency for many pulsars (Johnston et al. 2008a), indicating that the magnetic geometry changes appreciably with altitude. Several mechanisms can distort a dipole field, e.g. a current flowing along the field lines (Hibschman & Arons 2001; Dyks 2008), or rotational sweepback near the light cylinder (Hibschman & Arons 2001; Dyks & Harding 2004; Dyks 2008).

One diagnostic tool which has been used sparingly but holds considerable promise is the Stokes phase portrait, that is, the pattern traced out by the four Stokes parameters $I$, $Q$, $U$ and $V$ when plotted against each other over one pulse period. PA swings describe how the quantity $U/Q$ varies with time, but less effort has been devoted to studying how $Q$ and $U$ (say) depend on each other. We show here that Stokes phase portraits harbour a great deal of extra information regarding the magnetospheric geometry. The analysis of polarization data on the $Q$-$U$ plane is common practice when calculating rotation measure transfer functions for polarized emission from radio galaxies (e.g. Burn 1966; Brentjens & de Bruyn 2005; Haverkorn et al. 2006), and in
optical and UV pulsar data analysis (e.g. Smith et al. 1988; Graham-Smith et al. 1996; Slowikowska et al. 2009).

In this chapter, we calculate theoretically how the Stokes parameters vary with pulse longitude for several magnetic field configurations and beam patterns. We apply the theoretical results to several radio pulsars to determine the observer’s inclination angle, \(i\), the angle between the magnetic and rotation axes, \(\alpha\), the emission altitude, and the approximate geometry of the magnetosphere (e.g. the ratio of poloidal to toroidal field). We call this reconstruction technique *Stokes tomography*. In Section 5.2, we define the model and the algorithm used to generate the Stokes phase portraits. Look-up tables of phase portraits, PA swings, and pulse profiles for a pure dipole field at low emission altitudes are presented in Section 5.3. The look-up tables can be compared directly against observational data for any pulsar to determine the emission geometry. In Section 5.4, we present look-up tables for a pure dipole at 10% of the light cylinder radius, where relativistic aberration effects are important. It is shown that many pulsars that are categorised as pure dipoles on the strength of their PA swing possess Stokes phase portraits that are inconsistent with a pure dipole at low emission altitudes. In Section 5.5, look-up tables are presented for a current-modified dipole field with a radially increasing toroidal component, as in standard magnetospheric models (Spitkovsky 2006). We then model two objects in detail, in Sections 5.6 (PSR J0826+2637) and 5.7 (PSR J0304+1932), which have single-peaked and double-peaked pulses respectively. We compare our recovered \(i\), \(\alpha\), and emission altitude with results from more traditional methods. Future applications of Stokes tomography are canvassed briefly in Section 5.8. Additionally, the method can be extended further by generalizing the approach to circularly polarized pulsar radio emission and realistic (e.g. force-free) magnetic fields.

5.2 Stokes tomography

5.2.1 Radiation field

In the magnetosphere, radiation from highly relativistic particles tied to magnetic field lines is narrowly beamed along the particle velocity vector. The observed emission point \(x_0(t)\) at any time \(t\) is therefore located where the magnetic vector \(\mathbf{B}[x_0(t), (t)]\) points along the observer’s line-of-sight vector \(\mathbf{w}\). The unit tangent vector to the magnetic field at \(x_0(t)\) is defined as \(\mathbf{t} = \mathbf{B}[x_0(t), t]/|\mathbf{B}[x_0(t), t]|\). For non-relativistic particles, to find the emis-
sion point at time $t$, we must therefore solve the equation $t = w$. In general, however, when considering emission altitudes of $r \gtrsim 0.1r_{\text{LC}}$, where $r_{\text{LC}} = c/\Omega$ is the light cylinder radius, we must account for relativistic aberration. Aberration shifts the emission point and electric field vector by different amounts of order $r/r_{\text{LC}}$. The emission point $x_0(t)$ at time $t$ satisfies the equation (Blaskiewicz et al. 1991)

$$w = \frac{t + \Omega \times x_0/c}{|t + \Omega \times x_0/c|},$$

(5.1)

where $\Omega$ is the angular velocity vector. Note that $B$ varies with $t$ intrinsically, as the star rotates in the observer’s frame, not just through $x_0(t)$. The normal to the field at $x_0$ is defined as $n = \kappa/|\kappa|$, where $\kappa = (t \cdot \nabla)t$ is evaluated at $x_0$. The binormal is defined as $b = t \times n$.

The amplitude and direction of the complex electric field vector $E$ at the emission point are determined by the radiation physics, which is not understood in detail. A popular assumption is that $E$ at time $t$ points along the instantaneous acceleration vector of the particle, $a$. To first order in $r/r_{\text{LC}}$, the acceleration is given by (Dyks 2008)

$$a = c\frac{\partial t}{\partial t} + c(v \cdot \nabla)t + c\Omega \times t + \Omega \times (\Omega \times x_0),$$

(5.2)

in terms of the instantaneous velocity vector $v = ct + \Omega \times x_0$, assuming no precession ($\partial \Omega/\partial t = 0$). From left to right, the four terms on the right-hand side of (5.2) describe: (i) the change in field aligned velocity $ct$ as the magnetic dipole moment (and hence $t$) rotates infinitesimally in the inertial frame; (ii) the change in field-aligned velocity $ct$ as the charge moves infinitesimally along $v = ct + \Omega \times x_0$ and hence $t$ changes; (iii) the change in corotation velocity $\Omega \times x_0$ as the charge moves infinitesimally along the field $t$; and (iv) the change in corotation velocity $\Omega \times x_0$ as the charge corotates infinitesimally with the magnetosphere along $\Omega \times x_0$ (Dyks 2008; Hibschman & Arons 2001).

The associated Stokes parameters ($I, Q, U, V$) describing the polarization state are defined as

$$I = |E_x|^2 + |E_y|^2$$

(5.3)

$$Q = |E_x|^2 - |E_y|^2$$

(5.4)

$$U = 2\text{Re}(E_x E_y^*)$$

(5.5)

$$V = 2\text{Im}(E_x E_y^*)$$

(5.6)

where $I$ is the polarized fraction of the total intensity, $L = (Q^2 + U^2)^{1/2}$ is the
linearly polarized component, and $V$ is the circularly polarized component. The $x$- and $y$- components are measured with respect to an orthonormal basis $(\hat{x}, \hat{y})$ which is fixed in the plane of the sky. In this chapter, we choose $\hat{x} = \Omega_p/|\Omega_p|$ and $\hat{y} = \hat{x} \times w$, where $\Omega_p = \Omega - (\Omega \cdot w)w$ is the projection of the angular velocity $\Omega$ onto the plane of the sky. Then the polarization angle, $\psi$, measured counter-clockwise between $\hat{x}$ and the linearly polarized part of $E$ is given by

$$\psi = \frac{1}{2} \tan^{-1} \frac{U}{Q}. \quad (5.7)$$

**Orientation of $\hat{x}$ and $\hat{y}$**

In the observational data, the direction of $\Omega$ is usually not known. The polarization basis in which the observed Stokes parameters are expressed may therefore differ from the canonical basis. This affects the Stokes phase portraits in the following way.

Consider two polarization bases, $(\hat{x}, \hat{y})$ and $(\hat{x}', \hat{y}')$, where $(\hat{x}', \hat{y}')$ is rotated clockwise by an angle $\beta$ with respect to $(\hat{x}, \hat{y})$. In the canonical (unprimed) basis, the electric field vector transforms as

$$E_x = \cos \beta E'_x + \sin \beta E'_y, \quad (5.8)$$
$$E_y = -\sin \beta E'_x + \cos \beta E'_y, \quad (5.9)$$

and the Stokes parameters transform as

$$I = I' \quad (5.10)$$
$$Q = Q' \cos 2\beta + U' \sin 2\beta \quad (5.11)$$
$$U = -Q' \sin 2\beta + U' \cos 2\beta. \quad (5.12)$$

Hence, in the $Q-U$ phase portrait, the pattern rotates counter-clockwise through an angle $2\beta$ with respect to the $Q'-U'$ phase portrait, but its shape remains invariant. In contrast, in the $I-Q$ and $I-U$ phase portraits, both the shape and orientation of the pattern change. When fitting our model to data, in cases where $\beta$ is unknown, we first work to match the shape of the pattern in the $Q-U$ data, without worrying about the orientation. Then, armed with a good fit to the $Q-U$ shape, we rotate the basis to match the orientation as well and deduce $\beta$. Finally, knowing $\beta$, we match the patterns in the $I-Q$ and $I-U$ data. This iterative procedure is explained in more detail in Sections 5.6 and 5.7. Note that the PAs in the two bases are related by $\psi = \psi' - \beta$, as
expected.

5.2.2 Numerical algorithm

We now describe how to construct \((I, Q, U, V)\) as functions of pulse longitude (and hence each other) for a prescribed magnetic geometry.

Let us define two reference frames, as depicted in Figure 5.1: the inertial frame in which the observer is at rest, with Cartesian axes \((e_x, e_y, e_z)\), and the body frame of the rotating pulsar, with Cartesian axes \((e_1, e_2, e_3)\). The line-of-sight vector \(w\) is chosen to lie in the \(e_y\)-\(e_z\) plane, making an angle \(i\) with \(e_z\). The rotation and magnetic axes are chosen to lie along \(e_z\) and \(e_3\) respectively. The orientation of the body axes with respect to the inertial axes is computed as a function of time by solving Euler’s equations of motion for a rigid body; precession can be included in general, although we do not examine it in this chapter.

We define a spherical polar grid \((r, \theta, \phi)\) in the body frame covering the region \(x_{\text{min}} \leq r/r_{\text{LC}} \leq x_{\text{max}}, 0 \leq \theta \leq \pi, 0 \leq \phi \leq 2\pi\), with \(64 \times 256 \times 64\) grid cells, where the line \(\theta = 0\) lies along \(e_3\). In Sections 5.3–5.7 we show that relativistic aberration and an appreciable toroidal field are needed to explain much of the observational data, so most of our analysis is done in the middle to outer magnetosphere, with \(x_{\text{min}} = 0.001\) and \(x_{\text{max}} = 0.38\). Nonetheless, other choices are possible and easy to implement. Given a magnetic field \(B(r, \theta, \phi)\), we compute \(t, n, \) and \(b\) at each grid point using second-order central finite differencing and ghost cells at the edges.

In order to calculate \((I, Q, U, V)\) versus \(t\), we search the grid at a fixed altitude \(r_0\) to find the emission point satisfying (5.1) (the point \(P\) in Figure 5.1). At \(P\), \((t + \Omega \times x_0/c) \cdot w\) is a maximum; note that the location of \(P\) changes with time in both the body frame and the inertial frame. To fine-tune the location, we interpolate \(t\) linearly between the four surrounding points and recompute (5.1) for each interpolated point. In general, there are two points \(x_0(t)\) satisfying (5.1) on opposite sides of the pulsar, but the observer only sees the one facing him.

We stipulate the shape of the beam pattern \(I(r, \theta, \phi)\) and the degree of linear
Figure 5.1: Orientation of the inertial axes $\mathbf{e}_x, \mathbf{e}_y, \mathbf{e}_z$ (solid lines) and pulsar body axes $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ (dashed lines) at an instant where $\mathbf{e}_2$ and $\mathbf{e}_3$ lie in the $\mathbf{e}_y$-$\mathbf{e}_z$ plane. The line of sight vector $\mathbf{w}$ (dotted line) is defined to always lie in the $\mathbf{e}_y$-$\mathbf{e}_z$ plane at an angle $i$ to $\mathbf{e}_z$. $\mathbf{e}_3$ is tilted with respect to the rotation axis $\mathbf{e}_z$ by an angle $\alpha$. An example of a dipolar field line ($\mathbf{B}$) and its corresponding emission point $\mathbf{x}_0(t)$ (labelled $P$) are drawn. At $P$, the tangent vector is $\mathbf{t} = \mathbf{w}$ and the normal vector is $\mathbf{n}$. The angle between $\mathbf{t}$ and $\mathbf{e}_3$ is $\theta_0$. The shading on the sphere represents the beam pattern $I(r, \theta, \phi)$; $I$ is a maximum where the shading is brightest.

Polarization $L(r, \theta, \phi)$, and assume that $\mathbf{E}$ is constant and lies along $\mathbf{a}$, i.e.

$$\mathbf{E} = La/I. \quad (5.13)$$

In Figure 5.1, $I(r, \theta, \phi)$ is represented by the shading on the surface of the sphere. It peaks along $\mathbf{e}_3$ (i.e. $\theta = 0$), i.e. Figure 5.1 depicts a centre-filled beam. Other beam patterns, e.g. a hollow cone, are also considered in Sections 5.3 and 5.5. Note that $\mathbf{E}$ is purely real in this chapter because we assume $V = 0$, i.e. zero circular polarization. Examples of $I$ and $L$ are given in Sections 5.2.4 and 5.2.5, drawn either from a phenomenological theory or directly from data.

### 5.2.3 Relativistic aberration

Relativistic aberration acts to shift the pulse centroid relative to the inflection point of the PA swing, such that they are separated in phase by $\approx$
4r/r_{LC} radians to leading order (Blaskiewicz et al. 1991; Hibschman & Arons 2001; Dyks 2008). Hence, aberration introduces an altitude dependence in the case of a pure dipole, which is absent in the non-aberrated case. At large emission altitudes (∼0.1r_{LC}), the phase shift can significantly alter the shapes of the Stokes phase portraits. This is investigated further in Section 5.4. Additionally, if the magnetic field sweeps back rotationally, or develops a helical, current-modified component, the emission point at an instant in time varies as a function of altitude. The effects of aberration combined with a current-modified field are investigated in Section 5.5. According to the radius-to-frequency mapping, observing emission from different altitudes is analogous to making observations at several different frequencies.

Equation (5.1) ignores cross-field particle motions (e.g. curvature and gradient drifts) in the outer magnetosphere, where the cyclotron cooling time exceeds the flow time, for the sake of simplicity.

### 5.2.4 Beam pattern

The two most common beam patterns in the literature are the core-and-cone model (Rankin 1983) and the patchy-beam model (Lyne & Manchester 1988). In the core-and-cone model, single-peaked profiles are explained by emission filling the polar flux tube, double-peaked profiles are explained by emission from a hollow cone tangential to the polar flux tube, and triple-peaked profiles are explained by a combination of the two. The patchy-beam model was proposed to explain asymmetric profiles. It suggests that emission comes from randomly distributed locations within an emission beam. In this chapter, for simplicity, we consider two beam shapes based on the Rankin model: (i) a filled core beam (single-peaked pulse profile) and (ii) a hollow cone (double-peaked pulse profile). Both beams are centred on e_3 and are cylindrically symmetric about it.

The colatitude of the emission point at time t, θ_0(t), is obtained from $\theta_0 = \cos^{-1}[\hat{p} \times \hat{x}_0(t) \cdot \hat{e}_3]$ and can range over $0 \leq \theta_0 \leq \pi$. We model the polarized intensity $I(t) = I[\theta_0(t)]$ as a gaussian beam,

$$I(\theta_0) = (2\pi\sigma^2)^{-1/2}\exp\left[-(\theta_0 - \rho)^2/(2\sigma^2)\right]$$

(5.14)

where σ defines the beam width, and ρ is the half-opening angle of the emission cone. In general, σ and ρ vary from pulsar to pulsar. However, to generate the look-up tables in Sections 5.3–5.5, we use fixed, representative values: $\rho = 0^\circ$
and $\sigma = 10^\circ$ for a filled core, and $\rho = 25^\circ$ and $\sigma = 10^\circ$ for a hollow cone. For the sake of simplicity, we assume in what follows that only one pole shines (see footnote above); it is trivial to modify this assumption if necessary.

Equation (5.14) can only be used to model approximately symmetric pulses, e.g. the single-peaked pulse profile of PSR J0826+2637 (Section 5.6). To fit asymmetric profiles, such as that of PSR J0304+1932 (Section 5.7), more complex models, such as a ‘broken cone’ or ‘horseshoe’, are required, in which the intensity varies with longitude $\phi_0(t)$ as well as $\theta_0(t)$. Such asymmetric intensity maps are inspired by the patchy beam model (Lyne & Manchester 1988; Kramer & Johnston 2008).

**Displaced axis of symmetry**

Although the magnetic-pole model for pulsar radio emission is commonly used, it is possible that the beam pattern is centred not on the magnetic axis but on another axis that is slightly displaced axis. Fan beams in the outer magnetosphere are an extreme instance of such a geometry (Cheng et al. 2000; Watters et al. 2009), but less dramatic displacements can occur if there are local, quadrupolar surface fields in the vicinity of the magnetic poles.

To illustrate the above effect, we consider an arbitrary example where $I$ and $L$ are symmetric about the axis $e'_3$ in a reference frame $(e'_1, e'_2, e'_3)$, where $e'_3$ is tilted with respect to $e_3$ by $10^\circ$, and where $e'_1$ is tilted with respect to $e_1$ by $10^\circ$. Figure 5.2 compares the original (top panel) and displaced (bottom panel) pulse profiles, PA swings, and Stokes phase portraits for $(\alpha, i) = (30^\circ, 40^\circ)$. The displacement causes the pulse phase to lead the PA swing by $\approx 0.06$ radians. In the bottom panel, the hockey stick in the $I$-$Q$ phase portrait broadens slightly, while the shapes in the $I$-$U$ and $Q$-$U$ planes are tilted and no longer symmetric about $U = 0$. Overall, however, tilting the beam by $\sim 10^\circ$ (the maximum expected from standard polar emission theories, if fan beams are excluded) does not alter the phase portraits greatly. The relative phase shift between the pulse centroid and PA swing inflection is also small compared to other effects such as aberration and/or a toroidal field component. In Sections 5.3–5.5 of this chapter, we therefore assume that the beam and polarization patterns are symmetric about $e_3$, while noting that the Stokes tomography technique can be generalized easily (as in Figure 5.2) to accomodate other possibilities. When modelling individual pulsars in detail, as in Sections 5.6 and 5.7, $I$ and $L$ are fitted iteratively and empirically, and asymmetric beam patterns arise naturally.
Figure 5.2: Theoretical pulse profiles, PA swings, and Stokes phase portraits for a pure dipole and a beam pattern symmetric about $\mathbf{e}_3$ (top four subpanels), or tilted by $10^\circ$ with respect to $\mathbf{e}_3$ and $\mathbf{e}_1$ (bottom four subpanels), as described in the text. Within each half of the figure, the four subpanels display (clockwise from top left): (a) $I/I_{\text{max}}$ (bottom) and PA (top; in radians) as functions of pulse longitude, (b) $I-Q$, (c) $Q-U$, and (d) $I-U$. Relativistic aberration is not included in this figure.
5.2.5 Linear polarization

The uncertainty surrounding the microscopic emission physics in a pulsar makes it difficult to model its polarization properties, although theoretical progress has been made (e.g. Gil & Snakowski 1990; Melrose 1995; McKinnon & Stinebring 1998; Rankin & Ramachandran 2003; Xu et al. 2000). Much of this work attempts to account for observed orthogonal mode jumps (i.e. 90° jumps in the PA swing). McKinnon & Stinebring (1998) modelled the $L/I$ distribution statistically, describing $Q$ as a Gaussian random variable. One physical model assumes that emission comes from inverse Compton scattering, and shows that the fractional linear polarization $L/I$ varies with $\theta_0$ (Xu et al. 2000).

In the absence of a unique empirical or theoretical rule for how the fractional linear polarization $L/I$ varies across the beam, we investigate two simple cases when constructing the look-up tables in Sections 5.3 and 5.5: (i) $L/I \propto \cos \theta_0$ (generally, but not exclusively, suited to single-peaked profiles), and (ii) $L/I \propto \sin \theta_0$ (generally, but not exclusively, suited to double component profiles). The proportionality constants are chosen to be unity in Sections 5.3–5.5 for simplicity, but, in reality, approximately 80% of normal pulsars have a pulse-averaged $L/I \leq 0.3$ (Xilouris et al. 1998).

Although the above models are useful for illustrating the variety of Stokes phase portraits in our look-up tables, they are a rough approximation in any specific object. Model (i) gives $L/I \sim 1$ for small $\theta_0$, higher than the observed fraction in most pulsars. Moreover, in many objects, there is a phase lag between $I$ and $L$, which we ignore. When analysing data from specific objects in detail in Sections 5.6 and 5.7, we extract $L/I$ from the data itself and feed it into our profile simulator to retrieve $|E_x|$ and $|E_y|$. We do not attempt to model orthogonal mode jumps in this chapter.

5.2.6 Summary of algorithm

Figure 5.3(a) summarises, in the form of a flowchart, the steps required to generate the PA swing, pulse profile, and Stokes phase portraits for a pulsar with a given magnetic configuration (as described in Sections 5.2.1–5.2.5 above). Figure 5.3(b) summarises the steps required to match the theoretical PA swing, pulse profile, and Stokes phase portraits from the look-up tables to observational data and thereby infer the pulsar’s orientation and magnetic geometry. For a nondipolar field, the results depend on altitude, so the process must be repeated using several values of $r$ until a good match is achieved. We
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---

**Construct observed phase portraits**

$I', Q', I'-U', Q'-U'$ from Stokes data

---

**Check look-up tables for closest matching shape in** $Q'-U'$

---

**Rotate** $Q'-U'$ to match orientation correctly; measure $\beta$

---

**Use measured $\beta$ to transform**

$(I', Q', U')$ data to the canonical basis $(I, Q, U)$

using (12) and (13)

---

**Generate Stokes phase portraits for a finer grid centred on closest matching** $(\alpha, i)$

---

**Use data to construct trial beam pattern** $I(\theta, \phi)$ for best-fitting $(\alpha, i)$

---

**Use data to construct trial linear polarisation profile** $L(\theta, \phi)$ for best-fitting $(\alpha, i)$

---

**Compute Stokes phase portraits and PA swing using** $I$ and $L$

---

---

**Figure 5.3:** (a) Recipe to generate look-up tables of Stokes phase portraits, PA swings, and pulse profiles for a given orientation and magnetic geometry. (b) Iterative recipe to extract orientation and magnetic geometry from observational data.

---

Note that in principle, if $\beta$ is unknown, one can also repeat the process using several values of $\beta$. However, throughout this chapter, we find that once an approximate estimate for $\beta$ is found, it is more useful to explore $\alpha$ and $i$ in detail, as varying $\beta$ only alters the orientation of the $Q-U$ pattern, and not its shape.

**Fitting technique**

Due to the often complex shapes of the Stokes phase portraits, we do not use formal chi-squared fitting techniques in this chapter. When iteratively searching for a fit to the data, we match the patterns by eye. The matches are quantified by comparing the sizes of the shapes from the model and data in the two axes
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separately. For example, in Section 5.7, we quantify the match between the data and the model (Figures 5.63 and 5.64) in the $U$-$Q$ plane by noting that in the data, the phase portrait is 9% larger in the $U$ axis, and 8% larger in the $Q$ axis. Throughout this chapter, the modelled phase portraits are considered a good match to the data when the overall shape of the portraits match, and when the sizes of the shapes differ by less than 10%. Similarly, when modelling multi-component pulse profile shapes empirically, we match the pulse profiles by eye.

A more sophisticated technique, for example, is to apply a bootstrap procedure to obtain confidence intervals for the data, then perform a chi-squared fit. Alternatively, one can impose selection criteria for a ‘good’ fit, stating that each point in the phase portraits in the data and the model should not deviate by more than 10%. In order to do this, however, the modelled Stokes portraits have to be sampled at the same intervals as the data. We will investigate these techniques in the future.

5.3 Dipole field at low emission altitudes

In this section, we calculate Stokes phase portraits, PA swings, and pulse profiles for a pulsar with a purely poloidal, dipolar magnetic field at low emission altitudes, where the effects of relativistic aberration are negligible. We generate a two-dimensional look-up table of phase portraits for orientations $10^\circ \leq i \leq 90^\circ$ and $10^\circ \leq \alpha \leq 90^\circ$. For each beam pattern (core emission in Section 5.3.1, conal emission in Section 5.3.2) and polarization pattern $(L/I = \cos \theta_0, \sin \theta_0)$, we present three phase portraits ($I$-$Q$, $I$-$U$, $Q$-$U$) for each pair of angles $(\alpha, i)$. Finally, in Section 5.4.3, we analyse a selection of full Stokes data obtained from the European Pulsar Network (EPN)$^3$ online archive (Lorimer et al. 1998) for objects in Gould & Lyne (1998). We show that a dipole field (and hence low-altitude emission) is inconsistent with the observed phase portraits of many superficially dipole-like pulsars, e.g. objects which obey the pulse-width-period relation or exhibit clean, S-shaped PA swings.

$^3$Available at: http://www.mpifr-bonn.mpg.de/pulsar/data/
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Figure 5.4: Dipole field at a low emission altitude \( r \ll r_{\text{LC}} \). Example of a pulse profile for a filled core beam with linear polarization \( L = I \cos \theta_0 \) and \((\alpha, i) = (70^\circ, 20^\circ)\). Solid, dashed and dotted curves represent the total polarized intensity \( I \), degree of linear polarization \( L \), and emission point colatitude \( \theta_0 \). Pulse longitude \( l \) is measured in units of degrees.

5.3.1 Filled core emission

\( L = I \cos \theta_0 \)

Examples of the \( I \) (solid curve) and \( L \) (dashed curves) profiles for \((\alpha, i) = (70^\circ, 20^\circ)\) are shown in Figure 5.4. \( I \) is normalised by its peak value. The pulse is single-peaked and maximally polarized at the peak. The dotted curve shows how the magnetic colatitude \( \theta_0(t) \) of the emission point varies across one pulse period. We note the following trends. (i) The pulse profile narrows with increasing \( i \) and \( \alpha \) as the emission point moves further from the magnetic pole. The full-width half-maximum (FWHM) decreases from \( \approx 0.5 \) phase units at \((\alpha, i) = (10^\circ, 10^\circ)\) to \( \approx 0.15 \) at \((\alpha, i) = (90^\circ, 90^\circ)\). (ii) For \( \alpha = i \), where \( \theta_0 = 0^\circ \) at the pulse peak, we have \( L(t) = I(t) \). \( L(t) \) decreases as \(|\alpha - i|\) increases, e.g. we find \( L(t) \approx 0.6I(t) \) at \((\alpha, i) = (10^\circ, 90^\circ)\). The maximum value of \( L/I \) can be calculated in terms of \( \alpha \) and \( i \) by solving equation (5.15) below for \( \cos \theta_0 \).

In Figure 5.5, we plot the path traced by \( x_0(t) \) in the body frame across one pulse period for three cases: (A) \((\alpha, i) = (20^\circ, 10^\circ)\), (B) \((20^\circ, 20^\circ)\), and (C) \((20^\circ, 30^\circ)\). For a dipole field, the emission colatitude \( \theta_0 \) is related to \( \alpha \) and \( i \) as follows:

\[
\cos(i - \alpha) = \frac{3 \cos^2 \theta_0 - 1}{(1 + 3 \cos^2 \theta_0)^{1/2}}.
\]

(5.15)

The path changes from an undulation at \( \alpha < i \) (curve C in Figure 5.5) to an ellipse at \( \alpha > i \) (curve A). The difference in geometry is largely responsible for the difference in polarization properties observed for \( \alpha < i \) and \( \alpha > i \).

The Stokes phase portraits for a filled core with \( L/I = \cos \theta_0 \) are drawn in Figures 5.7–5.9. In each figure, the panels are organised in order of increasing
i (left–right) and α (top–bottom) in landscape mode. The panels range over $10^\circ \leq i \leq 90^\circ$ and $10^\circ \leq \alpha \leq 90^\circ$ and are separated by intervals of $10^\circ$. In Figures 5.7 and 5.8, $I$ is plotted on the horizontal axis (normalised by its peak value), and $Q$ and $U$ are plotted on the vertical axis. In Figure 5.9, $Q$ is plotted on the horizontal axis and $U$ is plotted on the vertical axis. The same layout is used in all the look-up tables presented in this chapter.

In the $I$-$Q$ plane (Figure 5.7), we note the following behaviour. (i) For $\alpha \leq 30^\circ$ and $i \geq 50^\circ$, the pulse traces out an approximately straight line segment which evolves into a slender hockey-stick shape as $\alpha$ increases and $i$ decreases. In the body frame, for $\alpha > i$ (below the diagonal in Figure 5.7), $\hat{x}_0(t)$ traces out an ellipse in the quadrant $0 \leq \theta \leq \pi/2, 0 \leq \phi \leq \pi$ (see Figure 5.5). As $|\alpha - i|$ increases, the ellipse moves further from $\theta = 0^\circ$ (and hence away from the beam peak). This reduces the curvature of the hockey stick. For $\alpha < i$ (above the diagonal in Figure 5.7), $\hat{x}_0(t)$ traces out a sinusoidal curve across $0 \leq \phi \leq 2\pi$. Again, the curve moves away from $\theta = 0^\circ$ as $|\alpha - i|$ increases, reducing the curvature of the hockey stick. The left horn of the hockey stick shortens as $\hat{x}_0(t)$ moves away from $\theta = 0^\circ$. (ii) For $\alpha = i$, the pattern is a straight line with $dQ/dI < 0$. In the body frame, $\hat{x}_0(t)$ traces out a circle that crosses $\theta = 0^\circ$ symmetrically. (iii) The shapes are slightly larger in the panels adjacent to the $\alpha = i$ diagonal (i.e. $-0.2 < Q < 1.2$ for $|\alpha - i| \leq 10^\circ$) and decrease to e.g. $0 < Q < 0.6$ at $(\alpha, i) = (10^\circ, 90^\circ)$ at the corner of Figure 5.7.
In the $I-U$ plane (Figure 5.8), we note the following behaviour. (i) The pattern is symmetric about $U = 0$ and traces a sideways balloon shape for most angles, with the pointy tip at $(U, I) = (0, 0)$. (ii) For $\alpha \leq 50^\circ$ and $i \leq 30^\circ$, the pattern twists into a figure-eight. This twist occurs when the path traced by $\hat{x}_0(t)$ in the body frame elongates from a circle to an oval. (iii) For $\alpha = i$, the phase portrait is roughly oval, with major and minor axes along the $I$- and $U$-axes respectively. It narrows with increasing $\alpha = i$. (iv) The patterns are broadest adjacent to the $\alpha = i$ diagonal (e.g. $-1 < U < 1$ for $|\alpha - i| < 10^\circ$) and narrow by up to 90% as $|\alpha - i|$ increases to the corners of Figure 5.8.

In the $Q-U$ plane (Figure 5.9), we see a mix of ovals, balloons and heart shapes with the following properties. (i) For $\alpha < i$, above the diagonal, the shapes broaden with increasing $\alpha$, while the reverse is true for $\alpha > i$, below the diagonal. (ii) On the diagonal, the ovals narrow with increasing $\alpha = i$. (iii) In some cases, e.g. $(\alpha, i) = (50^\circ, 40^\circ)$, a cusp forms at the start and end points of the pulse, where $(U, Q) = (0, 0)$. This cusp twists into a secondary oval for $10^\circ \leq \alpha \leq 50^\circ$ and $i \leq 20^\circ$. As in the $I-U$ plane, this secondary loop forms when the pattern traced by $\hat{x}_0(t)$ elongates from a circle to an oval. The size of the loop is proportional to the ellipticity of the oval. (iv) As in Figure 5.8, the patterns in the phase portrait are broadest for $|\alpha - i| < 10^\circ$ directly adjacent to the $\alpha = i$ diagonal, and narrow as $|\alpha - i|$ increases.

In Figure 5.10, we plot the PA swings corresponding to each panel in Figures 5.7–5.9. We plot only the parts of the swing that are illuminated by the pulse, i.e. when $|L| \geq 10^{-2}$. The threshold is arbitrary and should be adjusted for instrumental resolution when modelling actual data. We note the following behaviour. (i) The PA swings are identical to those predicted by the rotating vector model, as expected for a dipole magnetic field, with the S-shape steepening as $\alpha$ and $i$ increase. (ii) Above the $\alpha = i$ diagonal, we find $d(PA)/dl > 0$, where $l$ is the pulse longitude, whereas the opposite is true below the diagonal. This is consistent with the rotating vector model’s prediction that $d(PA)/dl = \sin\alpha / \sin(i - \alpha)$ at the inflection point. (iii) Along and below the $\alpha = i$ diagonal, there is phase wrapping in some swings, e.g. clearly visible for $i = 10^\circ$.

One limitation of the rotating vector model is that it is difficult to distinguish between orientations with similar $|d(PA)/dl|$. This occurs, for example, at two orientations with equal $\alpha$ and $i - \alpha$. For a pure dipole at $r \ll r_{LC}$, the Stokes phase portraits face a similar problem for $\alpha \gtrsim 40^\circ$. Comparing $(\alpha, i) = (50^\circ, 40^\circ)$ and $(50^\circ, 60^\circ)$, the hockey sticks in the $I-Q$ plane are look
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alike. The balloons and heart shapes in the \( I-U \) and \( Q-U \) planes are slightly different, although the differences are close to \( I = 0 \) and may be hidden if the real data is noisy. However, for \( \alpha \lesssim 30^\circ \), the Stokes phase portraits clearly discriminate between different orientations with equal \( i - \alpha \), in a way that the PA swing does not. For example, let us compare the orientations \((\alpha, i) = (30^\circ, 20^\circ) \) and \((30^\circ, 40^\circ) \) in Figure 5.6. In the \( I-Q \) plane, the hockey stick at \((\alpha, i) = (30^\circ, 20^\circ) \) is more curved than at \((\alpha, i) = (30^\circ, 40^\circ) \). In the \( I-U \) plane, there is a distinct figure-eight instead of a balloon, whereas in the \( Q-U \) plane, there are two interlocking ovals instead of a heart shape. In this case, the Stokes phase portraits provide an obvious way to differentiate between the two orientations. We note that in Sections 5.4 and 5.5, the differences in the phase portraits for orientations with equal \(|i - \alpha| \) are even more marked. Hence the Stokes phase portraits are useful supplements to the PA swing in many instances.

The Stokes phase portraits produced by \( L = I \cos \theta_0 \) are extremely similar to those produced by a model with \( L \propto I \). For the sake of brevity, we do not investigate the latter model here.

\[ L = I \sin \theta_0 \]

Examples of the \( I \) (solid curve) and \( L \) (dashed curve) profiles for \((\alpha, i) = (30^\circ, 30^\circ) \) are shown in Figure 5.11. \( I \) is normalised by its peak value. The magnetic colatitude \( \theta_0(t) \) of the emission point (dotted curve) is also shown. The following trends are observed. (i) Along the \( \alpha = i \) diagonal, where \( \theta_0 \) goes to zero at the centre of the pulse, the \( \sin \theta_0 \) dependence results in a double-peaked \( L \) profile. Away from the diagonal, \( L/I \) increases, reaching 0.8 at \((\alpha, i) = (90^\circ, 10^\circ) \). (ii) Away from the diagonal, \( L \) follows \( I \), as in Section 5.3.1, resulting in similar phase portraits.

The Stokes phase portraits for a filled core with \( L/I = \sin \theta_0 \) are drawn in Figures 5.12–5.14. Comparing the Stokes phase portraits and PA swings to those of Section 5.3.1, we note the following differences. (i) In the \( I-Q \) phase portrait (Figure 5.12), along the \( \alpha = i \) diagonal, instead of a straight line, we see a ‘flipped’ hockey stick which slopes in the opposite direction to the hockey sticks for \( \alpha \neq i \). (ii) In the \( I-U \) phase portrait (Figure 5.13), along the \( \alpha = i \) diagonal, there are broad balloon shapes instead of narrow ovals, and they extend leftwards from \( I = 1 \) as opposed to rightwards from \( I = 0 \). (iii) In the \( Q-U \) plane (Figure 5.14), instead of ovals, the diagonal now contains heart shapes with an extremely pronounced cusp, narrowing with increasing
Figure 5.6: Two orientations with equal PA-swing gradients \(|(d(\text{PA})/dl)|\) at the inflection point, but different Stokes phase portraits. Top four panels: \((\alpha, i) = (30^\circ, 20^\circ)\), bottom four panels: \((\alpha, i) = (20^\circ, 30^\circ)\). Within each half of the figure, the four subpanels display (clockwise from top left): (a) \(I/I_{\text{max}}\) (bottom) and PA (top; in radians) as functions of pulse longitude, (b) \(I-Q\), (c) \(Q-U\), and (d) \(I-U\).
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Figure 5.7: Dipole field at a low emission altitude $r \ll r_{LC}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a filled core beam with degree of linear polarization $L = I \cos \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalized by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.8: Dipole field at $r \ll r_{LC}$. Layout as for Figure 5.7, but for $I-U$ ($I$ on the horizontal axis).
Figure 5.9: Dipole field at $r \ll r_{LC}$. Layout as for Figure 5.7, but for $Q-U$ ($Q$ on the horizontal axis).
Figure 5.10: Dipole field at $r \ll r_{LC}$. Layout as for Figure 5.7, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
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Figure 5.11: Dipole field at $r \ll r_{\text{LC}}$. Example of a pulse profile for a filled core beam with linear polarization $L = I \sin \theta_0$ and $(\alpha, i) = (30^\circ, 30^\circ)$. Solid, dashed and dotted curves represent the total polarized intensity $I$, degree of linear polarization $L$, and emission point colatitude $\theta_0$. Pulse longitude $l$ is measured in units of degrees.

$\alpha = i$. There is no noticeable difference between the PA swings in this model (Figure 5.15) and those of Section 5.3.1. This is another example of how the Stokes phase portraits reveal differences in the beam geometry and polarization pattern which are not apparent from the PA swings.

In summary, a filled core beam produces single-peaked pulses, resulting in several unique shapes in the Stokes planes. In the $I-Q$ plane, a hockey stick shape is typically seen. In the $I-U$ plane, we see a balloon shape which twists into a figure-eight in the range $\alpha \leq 50^\circ, i \leq 20^\circ$. In the $Q-U$ plane, we see heart shapes for all $i < \alpha$, and balloons for $i - \alpha \geq 10^\circ$.

5.3.2 Hollow cone emission

$L = I \cos \theta_0$

Examples of the $I$ (solid curve) and $L$ (dashed curve) profiles for $(\alpha, i) = (70^\circ, 20^\circ)$ and $(70^\circ, 60^\circ)$ are shown in Figure 5.16. $I$ is normalised by its peak value. The magnetic colatitude $\theta_0(t)$ of the emission point (dotted curve) is also shown. The following trends are observed. (i) Emission from a hollow cone results in double-peaked pulse profiles in the range $|i - \alpha| \leq 30^\circ$, where the path traced by $\hat{x}_0(t)$ crosses the edge of the cone twice. (ii) For $\alpha < 45^\circ$, the central dip becomes shallower as $i$ increases. The reverse is true for $\alpha > 45^\circ$. (iii) We find $L/I \approx 1$ for $\alpha = i$, decreasing to $\approx 0.6$ at $(\alpha, i) = (10^\circ, 90^\circ)$. The pulses are generally $\approx 50\%$ broader than in Section 5.3.1, even though $\sigma$ is the same in both instances.

The Stokes phase portraits for a hollow cone with $L/I = \cos \theta_0$ are drawn in
Figure 5.12: Dipole field at $r \ll r_{LC}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a filled core beam with degree of linear polarization $L = I \sin \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.13: Dipole field at $r \ll r_{LC}$. As for Figure 5.12, but for $I-U$ ($I$ on horizontal axis).
Figure 5.14: Dipole field at $r \ll r_{LC}$. As for Figure 5.12, but for $Q-U$ ($Q$ on horizontal axis).
Figure 5.15: Dipole field at $r \ll r_{LC}$. Layout as for Figure 5.17, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
Figures 5.17–5.19. The paths of $\mathbf{x}_0(t)$ shown in Figure 5.5 still apply but they cross a different beam pattern with a bright band at $\theta_0 = \rho$. Hence the Stokes phase portraits look different to the left and right of the $\alpha = i$ diagonal.

In the $I$-$Q$ phase portraits (Figure 5.17), we note the following trends. (i) Where the pulse is double-peaked, the hockey sticks twist into a tilted γ shape. Where the pulse is single-peaked, the patterns are similar to Figure 5.7. (ii) For $\alpha = i$, the hockey stick twists into a γ-shape as $\alpha = i$ increases.

In the $I$-$U$ phase portraits (Figure 5.18), we note the following trends. (i) Where the pulse profile is double-peaked, the $I$-$U$ portraits feature two interlocking loops forming a triangular shape with twisted corners. Where the pulse is single-peaked, the patterns are similar to those of Figure 5.8. (ii) For $\alpha = i$, the pattern evolves from a balloon to a triangular shape with an increasingly deep central cusp as $\alpha = i$ increases.

Additional twisting in the patterns is also seen in the $Q$-$U$ plane (Figure 5.19), although the patterns are still symmetric about $U = 0$. (i) For $\alpha = i$, the patterns look qualitatively similar to those of Section 5.3.1, although they are $\sim 90\%$ broader, covering $-1 \leq U \leq 1$. (ii) For $\alpha > i$, we see heart shapes and nested ovals, whereas for $\alpha < i$, we see simpler, convex balloons.

The $I$-$Q$, $I$-$U$ and $Q$-$U$ phase portraits are shown in Figures 5.22–5.24. The phase portraits are similar to Section 5.3.2, except for orientations that yield double-peaked pulses. Here, the patterns are less twisted. Compared to Section 5.3.2, the lower peak value of $L/I$ leads to a narrower range of $U$ and $Q$. For example, in the $Q$-$U$ plane, along the $\alpha = i$ diagonal, the heart shape for $(\alpha, i) = (10^\circ, 10^\circ)$ is approximately 80% smaller than in Figure 5.19 along both the $U$ and $Q$ axes. The PA swings (Figure 5.25) are exactly identical to Figure 5.20.

In summary, a hollow cone beam pattern produces Stokes phase portraits
Figure 5.16: Dipole field at $r \ll r_{LC}$. Examples of pulse profiles for a hollow cone with opening angle $25^\circ$ and linear polarization $L = I \cos \theta_0$ for two different orientations $(\alpha, i)$ (top and bottom panels). Solid, dashed and dotted curves represent the total polarized intensity $I$, degree of linear polarization $L$, and emission point colatitude $\theta_0$. Pulse longitude is measured in units of degrees. Top: double-peaked pulse with $(\alpha, i) = (70^\circ, 60^\circ)$; bottom: single-peaked pulse with $(\alpha, i) = (70^\circ, 20^\circ)$. 
Figure 5.17: Dipole field at $r \ll r_{LC}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a hollow cone with opening angle $25^\circ$ with degree of linear polarization $L = I \cos \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.18: Dipole field at $r \ll r_{LC}$. Layout as for Figure 5.17, but for $I-U$ ($I$ on horizontal axis).
Figure 5.19: Dipole field at $r \ll r_L$. Layout as for Figure 5.17, but for $Q-U$ ($Q$ on horizontal axis).
Figure 5.20: Dipole field at $r \ll r_{LC}$. Layout as for Figure 5.17, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
that differ significantly from those of the filled core beam, when the pulses are double-peaked (for $|\alpha - i| \leq 30^\circ$). In the $I-Q$ plane, double-peaked pulses trace out a tilted $\gamma$ shape, whereas single-peaked pulses trace out a hockey stick. In the $I-U$ plane, double-peaked pulses produce a triangle with twisted corners, whereas single-peaked pulses produce a balloon. In the $Q-U$ plane, the double-peaked pulses produce a mix of heart shapes and nested ovals, whereas the single-peaked pulses produce heart shapes (for $\alpha > i$) and balloons (for $\alpha < i$ diagonal).

### 5.4 Dipole field at $r = 0.1r_{LC}$

Relativistic aberration affects the observed Stokes parameters in two ways. Firstly, the change in the emission point due to relativistic beaming [Eq. (5.1)] shifts the pulse centroid and hence $I(t)$ by $-r/r_{LC}$ in phase. Beaming also shifts the PA swing in the same direction. Additionally, because the particle’s instantaneous acceleration (and hence the observed electric field vector) is tilted away from the magnetic field normal $\mathbf{n}$ by an amount $\propto r/r_{LC}$, the PA swing is phase-shifted by $3r/r_{LC}$, resulting in a relative phase shift of $4r/r_{LC}$ between the PA inflection point and the centroid of the pulse profile. Note that as we are only interested in the relative phase, we ignore time-delay effects,
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Figure 5.22: Dipole field at $r \ll r_{LC}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a hollow cone with opening angle 25° with degree of linear polarization $L = I \sin \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.23: Dipole field at $r \ll r_{LC}$. Layout as for Figure 5.22, but for $I-U$ ($I$ on horizontal axis).
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Figure 5.24: Dipole field at $r \ll r_{LC}$. Layout as for Figure 5.22, but for $Q-U$ ($Q$ on horizontal axis).
Figure 5.25: Dipole field at $r \ll r_{\text{LC}}$. Layout as for Figure 5.22, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
which phase-shift both the pulse profile and the PA swing by an additional $-r/r_{LC}$ (Dyks 2008).

In this section, we present look-up tables for a dipole field at an emission altitude $r = 0.1r_{LC}$, where aberration distorts the Stokes phase portraits significantly while leaving the PA swings largely unchanged. We investigate the same beam patterns as in Section 5.3, but for the sake of brevity, we present look-up tables for $L/I = \cos \theta_0$ only. For each beam pattern (core emission in Section 5.4.1, conal emission in Section 5.4.2) we construct three phase portraits ($I-Q$, $I-U$ and $Q-U$) for each pair of angles $(\alpha, i)$ at a fixed emission altitude ($r = 0.1r_{LC}$) and tabulate the results in Figures 5.26–5.31.

5.4.1 Filled core beam

In this section, we point out the major differences between the Stokes phase portraits for a filled core beam and $L = I \cos \theta_0$ at $r = 0.1r_{LC}$ (Figures 5.26–5.28) and the corresponding non-aberrated situation at $r \ll r_{LC}$ (Figures 5.7–5.9).

In the $I-Q$ plane, the hockey sticks and straight lines in the non-aberrated case (Figure 5.7) broaden into balloons and ovals when aberration becomes important (Figure 5.26). The broadening increases as the panels approach the $\alpha = i$ diagonal.

In the $I-U$ plane (Figure 5.27), the symmetry about $U = 0$ is broken, and the balloons and ovals are tilted. For $\alpha > i$ (below the diagonal), the balloons tilt upwards (major axis has $dU/dI > 0$), whereas for $\alpha < i$ (above the diagonal), the ovals tilt downwards (major axis has $dU/dI < 0$). Another difference is that for $|\alpha - i| = 10^\circ$, the phase portraits feature figure-eights instead of ovals. Along the $\alpha = i$ diagonal there is a distorted Z-shape, although we note that the sharp breaks in the pattern are numerical artifacts.

In the $Q-U$ plane (Figure 5.28), the heart shapes in the $\alpha > i$ region (below the diagonal) are rotated counter-clockwise. As the panels approach the $\alpha = i$ diagonal, the top ventricle of the heart shape grows larger than the bottom ventricle. In the $\alpha < i$ region (above the diagonal), the ovals are rotated clockwise and are tilted downwards (major axis has $dU/dQ < 0$). Along the $\alpha = i$ diagonal, there are distorted heart shapes instead of ovals.
Figure 5.26: Dipole field at $r = 0.1 r_{\text{LC}}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a filled core beam with degree of linear polarization $L = I \cos \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.27: Dipole field at \( r = 0.1r_{\text{LC}} \). Layout as for Figure 5.26, but for I-U (I on the horizontal axis).
Figure 5.28: Dipole field at \( r = 0.1r_L \). Layout as for Figure 5.26, but for \( Q-U \) (\( Q \) on the horizontal axis).
5.4.2 Hollow cone

We now examine the major differences between the Stokes phase portraits for a hollow cone beam and $L = I \cos \theta_0$ at $r = 0.1r_{\text{LC}}$ (Figures 5.29–5.31) and the corresponding non-aberrated case (Figures 5.17–5.19).

Similar to the filled core beam, aberration broadens the shapes in the $I$-$Q$ plane (Figures 5.29). At the orientations where the pulse profile is double-peaked, the $\gamma$-shapes at $\alpha \gtrsim 40^\circ$ and $i \gtrsim 40^\circ$ from Figure 5.17 are replaced by mosquito shapes. For $\alpha \lesssim 30^\circ$ and $i \lesssim 30^\circ$, the $I$-$Q$ portraits maintain their general shape but are broader. An exception is $(\alpha, i) = (20^\circ, 30^\circ)$, which changes from a C-shape in the non-aberrated case to a figure-eight with aberration.

In the $I$-$U$ plane, at the orientations where the pulse profile is double-peaked, the trefoils, triangles, and mosquito shapes retain their general shape. However, they are distorted and asymmetric about $U = 0$, as the individual components of the patterns (e.g. the ‘wings’ of the mosquitoes) tilt at different angles and have different widths.

The shapes in the $Q$-$U$ plane do change at those orientations where the pulse profile is double-peaked. In the $\alpha > i$ region (below the diagonal), the interlocking ovals become distorted, asymmetric heart shapes as $\alpha$ and $i$ increase. In the $\alpha > i$ region (above the diagonal), there are figure-eights [(e.g. $(\alpha, i) = (20^\circ, 40^\circ)$)] which become distorted heart shapes as $\alpha$ and $i$ increase. Along the $\alpha = i$ diagonal, distorted heart shapes evolve into distorted mosquito shapes as $\alpha$ and $i$ increase.

5.4.3 How common are low emission altitudes?

As our first application of the above theory to observational data, we ask: what proportion of pulsars with superficially dipole-like characteristics (e.g. S-shaped PA swings) are truly consistent with a pure dipole field and low, non-aberrated emission altitude (Section 5.3), when we examine their Stokes phase portraits?

To this end, we select two sets of superficially dipole-like pulsars from the 366 objects presented in Gould & Lyne (1998) and Manchester et al. (1998). Set I contains pulsars that follow closely the $W \propto P^{-1/2}$ relation (Rankin 1993) and hence are likely prima facie to have an approximately dipolar field in the emission region, with or without aberration. They are drawn from near the diagonal line in Figure 9 of Gould & Lyne (1998); as a rule, their pulse width at $0.1I_{\text{max}}$ (where $I_{\text{max}}$ is the peak intensity) is less than $20^\circ$. Set
Figure 5.29: Dipole field at $r = 0.1r_{LC}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a hollow cone with opening angle $25^\circ$ with degree of linear polarization $L = I \cos \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
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Figure 5.30: Dipole field at $r = 0.1r_{LC}$. Layout as for Figure 5.29, but for $I-U$ ($I$ on the horizontal axis).
Figure 5.31: Dipole field at $r = 0.1r_c$. Layout as for Figure 5.29, but for $Q-U$ ($Q$ on the horizontal axis).
II contains pulsars that have a clean, S-shaped PA swing, after allowing for phase wrapping. From the suitable pulsars, we choose 12 at random in each set.

We present the pulse profiles, Stokes phase portraits, and PA swings for Set I at 610 MHz in Figures 5.32 and 5.33. PA data points are only plotted for \( L \geq 0.1 L_{\text{max}} \) and \( I \geq 0.1 I_{\text{max}} \). The data are sourced from the EPN online archive (Lorimer et al. 1998). The 12 objects are calibrated separately, so the polarization basis varies from pulsar to pulsar. For the purposes of this section, we do not attempt to determine \( \beta \) for each object; we focus on the shape of the \( Q-U \) patterns, not their orientations. From Sections 5.3 and 5.4, we note that one clear fingerprint of low-altitude emission from a pure dipole is the symmetry of the \( Q-U \) pattern about \( U = 0 \) (rotated in general by an angle \( 2\beta \)). Hence, in Figures 5.32–5.35, any pattern which is not symmetric about any line cannot originate from a low altitude where aberration is negligible.

Of the 12 objects in Figures 5.32 and 5.33, four have Stokes phase portraits which roughly resemble a dipole at low altitudes: PSR J0628+2415 and PSR J1740–3015 (Figure 5.32, third and fifth rows) match a core beam for large \( i \) and small \( \alpha \) (\( L = I \cos \theta_0 \) and \( L = I \sin \theta_0 \) give similar answers for these angles). PSR J1823–3106 and J1926+1648 (Figure 5.33, first and fourth rows) match a core beam with \( \alpha \leq i \) and \( L = I \cos \theta_0 \). The other eight pulsars have \( Q-U \) portraits which feature significantly asymmetric shapes. This is reflected in their PA swings, which are not as clean as the other four pulsars. For example, PSR J2046+1540 (Figure 5.33, fifth row) features an asymmetric mosquito in the \( Q-U \) plane. Such a pattern matches a dipole field at \( r = 0.1 R_{\text{LC}} \) along \( \alpha = i \) for a hollow cone with \( L = I \cos \theta_0 \) (see the look-up table in Figure 5.31), where aberration is important, but cannot be reconciled with emission from low altitudes.

Figures 5.34 and 5.35 display the pulse profiles, Stokes phase portraits, and PA swings for Set II. This set comprises data at multiple frequencies (Gould & Lyne 1998; Manchester et al. 1998), sourced from the EPN online archive. Four of the 12 pulsars in this set feature approximately symmetric mosquito and heart shapes matching a dipole at low emission altitudes. PSR J0528+2200 (Figure 5.34, second row), PSR J2048–1616, and J2346–0609 (Figure 5.35, third and sixth rows) match the \( Q-U \) portraits for a hollow cone with \( \alpha = i \geq 30^\circ \) (\( L = I \cos \theta_0 \) and \( L = I \sin \theta_0 \) give similar answers for these angles). PSR J2113+4644 (Figure 5.35, fourth row) matches all three phase portraits for a filled core beam for \( 0^\circ \leq \alpha - i \leq 10^\circ \) (again, \( L = I \cos \theta_0 \) and \( L = I \sin \theta_0 \) give similar answers for these angles). In Figure 5.34 and 5.35,
the mosquito and heart shapes of the other eight pulsars are noticeably asymmetric, indicating that the emission originates from higher altitudes, where aberration takes effect.

For a dipole field (or indeed any axisymmetric field), aberration changes the relative phase between the PA swing and pulse profile, but it does not cause the shape of the PA swing to change with emission frequency (unlike the pulse width). In reality, multi-frequency observations show that PA swings do change with frequency (Johnston et al. 2008a). We return to this issue in Section 5.5.3, where we find that the Stokes phase portraits for magnetic geometries with an appreciable toroidal component at \( r \gtrsim 0.1r_{\text{LC}} \) evolve with frequency dramatically and in an informative way.

A key tenet of pulsar radio emission theory holds that core and cone emission mostly comes from low altitudes, where departures from a dipole field are small. Contrary to this view, the results in Figures 5.32-5.35 imply that in a clear majority (> 60%) of objects, the emission originates from high altitudes, where aberration and/or the toroidal field component are significant. Under these circumstances, the values of \( \alpha \) and \( i \) inferred from the PA swing (which still looks respectably S-shaped in many instances) may be wrong. We now turn to explore this important issue in Section 5.5.

## 5.5 Current-modified dipole field

In this section, we examine the pulse profiles, Stokes phase portraits, and PA swings associated with a current-modified magnetic field composed of a dipole with symmetry axis \( e_3 \) plus a toroidal component (cylindrically symmetric about \( e_3 \)) with magnitude

\[
B_\phi = \eta B_p r / r_{\text{LC}},
\]  

(5.16)

where \( B_p = (B_r^2 + B_\theta^2)^{1/2} \) is the poloidal field strength, and \( \eta \) is a slowly varying factor of order unity. Equation (5.16) is the scaling expected for \( r \lesssim r_{\text{LC}} \) if \( B_\phi \) is generated by a field-aligned Goldreich-Julian current in a plasma-filled magnetosphere (Hibschman & Arons 2001). If \( B_\phi \) is generated by the displacement current, as in a vacuum rotator, it scales as \( r^2 \); we save this case for future analysis (Deutsch 1955; Melatos 1997).

Since the strength of the toroidal field is of the same order as the aberration, setting \( \eta \) to +1 partially cancels out the effects of aberration. It reduces the relative phase shift between the PA swing and the pulse profile, and results in phase portraits which generally resemble those in Section 5.3 (although
Figure 5.32: Pulse profiles, Stokes phase portraits and PA swings for a selection of six superficially dipolar pulsars that closely follow the pulse-width-period relation at 610 MHz (Gould & Lyne 1998). The data for each pulsar occupy a row each in landscape mode. From left to right, the columns show: (1) $I$ (mJy, solid curve) and $L$ (mJy, dashed curve), (2) the $I$-$Q$ phase portrait, (3) the $I$-$U$ phase portrait, (4) the $Q$-$U$ phase portrait, and (5) the PA swing (data points with $L \geq 0.1 L_{\text{max}}$ and $I \geq 0.1 I_{\text{max}}$ plotted only). Data are presented courtesy of the EPN online archive.
Figure 5.33: As for Figure 5.32, for six other objects selected according to the same criterion.
Figure 5.34: Pulse profiles, Stokes phase portraits and PA swings for a selection of six superficially dipolar pulsars that exhibit a clean, S-shaped PA swing. All pulsars are observed at 610 MHz (Gould & Lyne 1998), except for PSR J0536$-$7543 (663 MHz) and PSR J1751$-$4657 (433 MHz) (Manchester et al. 1998). The data for each pulsar occupy a row each in landscape mode. From left to right, the columns show: (1) $I$ (mJy, solid curve) and $L$ (mJy, dashed curve), (2) the $I$-$Q$ phase portrait, (3) the $I$-$U$ phase portrait, (4) the $Q$-$U$ phase portrait, and (5) the PA swing (data points with $L \geq 0.1L_{\text{max}}$ and $I \geq 0.1I_{\text{max}}$ plotted only). Data are presented courtesy of the EPN online archive.
Figure 5.35: As for Figure 5.32 for six other objects selected according to the same criterion. All pulsars are observed at 610 MHz (Gould & Lyne 1998), except for PSR J1842−0359 (1.408 GHz) (Gould & Lyne 1998), PSR J2144−3933 (659 MHz) and PSR J2346−0609 (435 MHz) (Manchester et al. 1998).
some mild distortion is still observed as the emission point does change; the cancellation is not perfect). However, if \( \eta \) is set to \(-1\), the \( B_\phi \) effect reinforces aberration, the phase shift between the PA swing and pulse profile increases, and the distortion of the phase portraits seen in Section 5.4 is enhanced. In order to highlight the \( B_\phi \) effect, we use \( \eta = -1 \) throughout this section.

We investigate the same beam and polarization patterns as in Section 5.3. The emission point \( \mathbf{x}_0(t) \) traces out a different locus in the current-modified dipole as compared to the pure dipole, and the locus varies differently with altitude. In Sections 5.5.1 and 5.5.2, we present two-dimensional look-up tables of Stokes phase portraits for orientations \( 10^\circ \leq i \leq 90^\circ \) and \( 10^\circ \leq \alpha \leq 90^\circ \). For each beam pattern (core emission in Section 5.5.1, conal emission in Section 5.5.2) and polarization pattern \( (L/I = \cos \theta_0, \sin \theta_0) \), we construct three phase portraits \( (I-Q, I-U \text{ and } Q-U) \) for each pair of angles \( (\alpha, i) \) at a fixed emission altitude \( (r = 0.1 r_{LC}) \). In Section 5.5.3, we show some examples of how the phase portraits change with altitude.

### 5.5.1 Filled core emission

\[ L = I \cos \theta_0 \]

An example of the \( I \) (solid curve) and \( L \) (dashed curve) profiles for a single-peaked pulse with \( (\alpha, i) = (70^\circ, 20^\circ) \) are shown in Figure 5.36. \( I \) is normalised by its peak value. The dotted curve shows how the magnetic colatitude \( \theta_0(t) \) of the emission point varies across one pulse period. We note the following trends.

(i) The emission points and pulse profiles are phase-shifted by \(-r/r_{LC}\) radians due to aberration. (ii) The profiles behave similarly to the pure dipole (Section 5.3.1), narrowing with increasing \( \alpha \) and \( i \). (iii) For \(|\alpha - i| \leq 10^\circ\), the profile ‘saturates’ at \( I \approx L \approx 1 \) near the pulse peak, because \( \theta_0 \) remains near zero for some time. The saturation lasts for \( \approx 0.5 \) phase units at \( (\alpha, i) = (10^\circ, 10^\circ) \) and \( \approx 0.13 \) phase units at \( (\alpha, i) = (90^\circ, 90^\circ) \). The squared-off shape of the profile is a numerical artifact caused by the finite grid resolution near \( \theta_0 = 0 \).

Figure 5.37 shows the path traced by \( \dot{\mathbf{x}}_0(t) \) in the body frame across one pulse period for three cases: (A) \((\alpha, i) = (30^\circ, 10^\circ)\), (B) \((30^\circ, 30^\circ)\), and (C) \((30^\circ, 50^\circ)\). As in Figure 5.5, the path changes from an undulation for \( \alpha < i \) (curve C) to an ellipse for \( \alpha > i \) (curve A). The toroidal magnetic field twists the paths, so that they are not reflection symmetric about some longitude, unlike in Figure 5.5. The asymmetry distorts the Stokes phase portraits, but the clear distinction between \( \alpha < i \) and \( \alpha > i \) persists. Note that \( \theta_0 \) stagnates near zero in curve B, causing the saturation of the pulse profiles mentioned in
The previous paragraph.

The Stokes phase portraits are drawn in Figures 5.38–5.40. The phase portraits differ from those of the pure dipole in both Sections 5.3 and 5.4. In the $I$-$Q$ plane (Figure 5.38), we note the following behaviour. (i) For $\alpha = i$, the pulse traces out a balloon shape. The cutoff of the shapes at $I = 1$ is a numerical artifact due to the saturation of the pulse profile. (ii) For $\alpha > i$, we see a tilted balloon shape, whose pointy tip sits at $(I, Q) = (0, 0)$. The balloon tilts upwards (major axis has slope $dQ/dI > 0$). For $i \leq 20^\circ$ and $\alpha \lesssim 45^\circ$, the balloon twists into a figure-eight. (iii) For $\alpha < i$, we see tilted balloons for $|\alpha - i| \leq 45^\circ$, which narrow into tilted ovals as $i$ increases. The balloons tilt downwards (major axis has $dQ/dI < 0$) for $i - \alpha \lesssim 25^\circ$ and upwards (major axis has $dQ/dI > 0$) for $i - \alpha \gtrsim 25^\circ$.

In the $I$-$U$ plane (Figure 5.39), we note the following behaviour. (i) For $\alpha = i$, the saturation discussed above results in a vertical ‘wall’ at $I = 1$. Away from the wall, for $\alpha = i$, we obtain a tilted triangular shape. (ii) For $\alpha > i$ (below the diagonal in Figure 5.39), the pulse traces out a slender hockey stick, which broadens into a balloon as $\alpha$ increases. As in Section 5.3.1, the curvature of the hockey stick decreases with increasing $\alpha$. (iii) For $\alpha < i$ (above the diagonal), we obtain balloons for $i - \alpha \lesssim 10^\circ$, and narrow ovals for $i - \alpha \gtrsim 20^\circ$.

In the $Q$-$U$ plane (Figure 5.40), we see a mix of balloons and heart shapes with the following properties. (i) Along the $\alpha = i$ diagonal, we observe a ‘C’ shape for $(\alpha, i) = (10^\circ, 10^\circ)$, which evolves into a distorted heart shape as $\alpha = i$ increases. (ii) For $\alpha > i$ (below the diagonal in Figure 5.40), we see heart shapes with a cusp at $(Q, U) = (0, 0)$. The cusp becomes less pronounced as $\alpha$ increases and twists into a secondary oval for $\alpha \leq 40^\circ$. (iii) For $\alpha < i$ (above the diagonal), we see heart shapes for $|\alpha - i| \leq 10^\circ$. These shapes evolve into tilted balloons as $|\alpha - i|$ increases. (iv) As in Figure 5.39, the patterns are broadest for $|\alpha - i| \leq 10^\circ$ and narrow as $|\alpha - i|$ increases.

Generally, the heart shapes and balloons in Figure 5.40 are not symmetric about $U = 0$ or $Q = 0$ and have a higher degree of rotation than those in Section 5.4. The amount by which the shapes rotate depend on $|\alpha - i|$. Geometrically, this happens because $\theta_0(t)$ increases with $|\alpha - i|$. The degree of rotation decreases as $|\alpha - i|$ increases.

In Figure 5.41, we plot the PA swings corresponding to each panel in Figures 5.38–5.40. We plot only the parts of the swing that are illuminated by the pulse, i.e. when $L \geq 10^{-2}$. We note the following behaviour. (i) There are clear distortions in the S-shape for $|\alpha - i| \leq 10^\circ$. Along $\alpha = i$, where the
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Figure 5.36: Current-modified dipole field at $r = 0.1r_{LC}$. Example of a pulse profile for a filled core beam with linear polarization $L = I \cos \theta_0$ and $(\alpha, i) = (70^\circ, 30^\circ)$ at $r = 0.1r_{LC}$. Solid, dashed and dotted curves represent the total polarized intensity $I$, degree of linear polarization $L$, and emission point colatitude $\theta_0$. Pulse longitude $l$ is measured in units of degrees.

$I \approx 1$ saturation occurs, $d(PA)/dl$ changes discontinuously. A good example is $(\alpha, i) = (20^\circ, 20^\circ)$. The kinks around the discontinuities are numerical artifacts, but the smoothly varying curves leading up to the kinks are real. (ii) For $|\alpha - i| \geq 20^\circ$, the shape of the PA swings appear similar to those of Section 5.3. As we have chosen $\eta = -1$, the toroidal field enhances the phase shift of the PA swings in Figure 5.41. For example, at $(\alpha, i) = (40^\circ, 70^\circ)$, the relative phase shift between the PA swing and the pulse profile is $\approx 5r/r_{LC}$. The phase shift is altitude dependent; we discuss altitudinal variations in Section 5.5.3.

The similarity of the PA swings for the pure and current-modified dipoles reinforces the necessity to supplement PA swings with Stokes phase portraits when diagnosing the pulsar magnetosphere.

$L = I \sin \theta_0$

An example of the $I$ (solid curve) and $L$ (dashed curve) profiles for $(\alpha, i) = (30^\circ, 30^\circ)$ is shown in Figure 5.42. The profiles are similar to those of the pure dipole in Section 5.3.1, displaying the same double-peaked $L$ profile along the $\alpha = i$ diagonal. The only difference is caused by the numerical stagnation of $\theta_0$ near zero for $|\alpha - i| \leq 10^\circ$. At these angles, one has $L \approx 0$ when $I \approx 1$.

The Stokes phase portraits for a filled core with $L/I = \sin \theta_0$ are drawn in Figures 5.43–5.45. Comparing the Stokes phase portraits and PA swings to those in Section 5.5.1, we note the following differences. (i) In the $I-Q$ phase portrait (Figure 5.43), along the $\alpha = i$ diagonal, there is an oval shape instead
Figure 5.37: Current-modified dipole field at \( r = 0.1r_{\text{LC}} \). Examples of the path traced by the emission point \( \hat{x}_0(t) \) in the body frame (curves), overplotted on the intensity map for a filled core beam (greyscale). The beam is brightest at \( \theta = 0 \) (corresponding to the \( e_3 \) axis). Curves A: \((\alpha, i) = (20^\circ, 10^\circ)\), B: \((\alpha, i) = (30^\circ, 30^\circ)\), and C: \((\alpha, i) = (30^\circ, 50^\circ)\).

of a balloon. The panels where \( L/I \) is smaller than in Section 5.5.1 exhibit narrower shapes than their counterparts in Figure 5.38; for example, along the diagonal, the shapes are \( \approx 10 \) times narrower than in Figure 5.38. (ii) In the \( I-U \) phase portrait, (Figure 5.44), the \( I = 1 \) wall seen in Figure 5.39 for \(|\alpha - i| \leq 10^\circ\) is no longer present. For \( \alpha = i \), instead of triangles, we see figure-eights. In the adjacent panels, we see tilted ovals and upside-down hockey sticks, which twist into a figure-eight for \( i \leq 20^\circ \). Again, the shapes along the \( \alpha = i \) diagonal are \( \approx 10 \) times narrower than their counterparts in Figure 5.39. (iii) In the \( Q-U \) plane (Figure 5.45), the main difference between Figures 5.40 and 5.45 occurs for \(|\alpha - i| = 10^\circ\), where the heart shapes are distorted. Along the \( \alpha = i \) diagonal, instead of the C-shape, we see a distorted figure-eight. For \( i - \alpha = 10^\circ \), one ventricle of the heart shape is elongated. There is no noticeable difference between the PA swings in this model (Figure 5.46) and the model in Section 5.5.1.

In summary, the Stokes phase portraits for a filled core beam are significantly different for pure and current-modified dipoles. Depending on its orientation, the toroidal field can either enhance or diminish the effects of aberration. The hockey stick, balloon, and heart shapes are not symmetric about any axis and are rotated about \((U, Q) = (0, 0)\). The PA swings are distorted for \(|\alpha - i| \leq 10^\circ\) but are similar to the pure dipole for other orientations apart the phase shift.
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Figure 5.38: Current-modified dipole field at $r = 0.1r_{\text{LC}}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a filled core beam at $r = 0.1r_{\text{LC}}$ with degree of linear polarization $L = I \cos \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left-right) and $10^\circ \leq \alpha \leq 90^\circ$ (top-bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.39: As for Figure 5.38, but for $I-U$ ($I$ on the horizontal axis).
Figure 5.40: As for Figure 5.38, but for $Q-U$ ($Q$ on the horizontal axis).
Figure 5.41: Current-modified dipole field at \( r = 0.1r_{LC} \). Layout as for Figure 5.38, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of \( 2\pi \) radians).
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Figure 5.42: Current-modified dipole field at \( r = 0.1r_{\text{LC}} \). Example of a pulse profile for a filled core beam with linear polarization \( L = I \sin \theta_0 \) and \( (\alpha, i) = (30^\circ, 30^\circ) \) at \( r = 0.1r_{\text{LC}} \). Solid, dashed and dotted curves represent the total polarized intensity \( I \), degree of linear polarization \( L \), and emission point colatitude \( \theta_0 \). Pulse longitude \( l \) is measured in units of degrees.

5.5.2 Hollow cone emission

\( L = I \cos \theta_0 \)

Examples of the \( I \) (solid curve) and \( L \) (dashed curve) profiles for \( (\alpha, i) = (70^\circ, 30^\circ) \) and \( (70^\circ, 60^\circ) \) are shown in Figure 5.47. \( I \) is normalised by its peak value. The magnetic colatitude \( \theta_0(t) \) of the emission point (dotted curve) is also shown. The profiles are double-peaked for \( |\alpha - i| \leq 30^\circ \) and behave similarly to the pure dipole at low altitudes (Section 5.3.2), with the exception of the \(-r/r_{\text{LC}}\) phase shift.

The Stokes phase portraits for a hollow cone with \( L/I = \cos \theta_0 \) are drawn in Figures 5.48–5.50. In the \( I-Q \) phase portraits (Figure 5.48), we note the following trends. (i) For \( \alpha = i \), we obtain a tilted balloon at \( (\alpha, i) = (10^\circ, 10^\circ) \), which evolves into an asymmetric mosquito shape as \( \alpha = i \) increases. (ii) For \( \alpha > i \) (below the diagonal in Figure 5.48), where the pulse is double-peaked, we obtain a mix of figure-eights and distorted mosquito shapes. (iii) For \( \alpha < i \) (above the diagonal), where the pulse is double-peaked, the pulse traces mosquito shapes (for \( \alpha \gtrsim 25^\circ \)) and a mix of figure-eights and triangular shapes (for \( \alpha \lesssim 25^\circ \)).

In the \( I-U \) phase portraits (Figure 5.49), we note the following trends. (i) Along the \( \alpha = i \) diagonal, we obtain a tilted crescent at \( (\alpha, i) = (10^\circ, 10^\circ) \) which twists and narrows as \( \alpha = i \) increases. (ii) For \( \alpha > i \) (below the diagonal), where the pulse is double-peaked, we obtain a tilted figure-eight for \( \alpha \leq 30^\circ \), which twists into a distorted mosquito shape as \( \alpha \) increases. (iii)
Figure 5.43: Current-modified dipole field at $r = 0.1r_{LC}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a filled core beam at $r = 0.1r_{LC}$ and degree of linear polarization $L = I \sin \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left-right) and $10^\circ \leq \alpha \leq 90^\circ$ (top-bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.44: As for Figure 5.43, but for $I-U$ ($I$ on the horizontal axis).
Figure 5.45: As for Figure 5.43, but for $Q$-$U$ ($Q$ on the horizontal axis).
Figure 5.46: Current-modified dipole field at $r = 0.1r_{LC}$. Layout as for Figure 5.43, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
For $\alpha < i$ (above the diagonal), where the pulse is double-peaked, we obtain a tilted figure-eight at $\alpha = 10$, which evolves into twisted, interlocking ovals, then a distorted heart shape, as $\alpha$ increases.

In the $Q-U$ phase portraits (Figure 5.50), we note the following trends. (i) Along the $\alpha = i$ diagonal, the pattern evolves from a tilted heart shape to a figure-eight as $\alpha = i$ increases. (ii) Interestingly, in the panels to the left of the $\alpha = i$ diagonal, the secondary loop within the heart shape rotates counterclockwise as $\alpha$ increases [compare $(\alpha, i) = (40^\circ, 30^\circ), (60^\circ, 50^\circ)$, and $(90^\circ, 90^\circ)$]. (iii) For $\alpha < i$, where the pulses are double-peaked, a tilted figure-eight pattern emerges. (iv) The phase portraits for orientations which produce single-peaked pulses behave like in Section 5.5.1; i.e. they rotate about $(U, Q) = (0, 0)$ as $|\alpha - i|$ increases.

The PA swings (Figure 5.51) are identical to the previous cases for all orientations, the only difference being that they are visible above a threshold intensity over a greater fraction of the pulse period due to the broader pulse profiles.

\[ L = I \sin \theta_0 \]

Examples of the $I$ (solid curve) and $L$ (dashed curve) profiles for $(\alpha, i) = (70^\circ, 30^\circ)$ and $(70^\circ, 60^\circ)$ are shown in Figure 5.52. The profiles are similar to those of Section 5.3.2.

The $I-Q$, $I-U$, and $Q-U$ phase portraits are shown in Figures 5.53–5.55. All three phase portraits are similar to Section 5.5.2, except for orientations that produce double-peaked pulses. Here, the patterns are less twisted. The lower peak value of $L/I$ as compared to Section 5.5.2 is accompanied by a narrower range of $U$ and $Q$. For example, in the $Q-U$ plane (Figure 5.55) for $(\alpha, i) = (10^\circ, 10^\circ)$, the oval is approximately 80% smaller than its counterpart in Figure 5.50 along both the $U$ and $Q$ axes.

The PA swings in Figure 5.56 are identical to Figure 5.51, except in the squared-off valleys where $\theta_0$ is near zero and we do not plot the curve ($L < 10^{-2}$).

### 5.5.3 Emission altitude

In this section, we investigate how the emission altitude changes the Stokes phase portraits and PA swings. For the sake of definiteness, we focus on the orientation $(\alpha, i) = (70^\circ, 30^\circ)$ for a filled core beam with polarization $L = I \cos \theta_0$. In Figure 5.57, we present the Stokes phase portraits, PA swing, and
Figure 5.47: Current-modified dipole field at $r = 0.1r_{LC}$. Examples of pulse profiles for a hollow cone with opening angle $25^\circ$ and degree of linear polarization $L = I \cos \theta_0$ at $r = 0.1r_{LC}$. Solid, dashed and dotted curves represent the total polarized intensity $I$, degree of linear polarization $L$, and emission point colatitude $\theta_0$. Pulse longitude $l$ is measured in units of degrees. Top: double-peaked pulse with $(\alpha, i) = (70^\circ, 60^\circ)$; bottom: single-peaked pulse with $(\alpha, i) = (70^\circ, 30^\circ)$. 
Figure 5.48: Current-modified dipole field at $r = 0.1r_{LC}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a hollow cone with opening angle $25^\circ$ at $r = 0.1r_{LC}$ and degree of linear polarization $L = I \cos \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left-right) and $10^\circ \leq \alpha \leq 90^\circ$ (top-bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.49: As for Figure 5.48, but for $I-U$ ($I$ on the horizontal axis).
Figure 5.50: As for Figure 5.48, but for $Q-U$ ($Q$ on the horizontal axis).
Figure 5.51: Current-modified dipole field at $r = 0.1r_{LC}$. Layout as for Figure 5.48, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
Figure 5.52: Current-modified dipole field at $r = 0.1r_{LC}$. Examples of pulse profiles for a hollow cone with opening angle $25^\circ$ and degree of linear polarization $L = I \sin \theta_0$ at $r = 0.1r_{LC}$. Solid, dashed and dotted curves represent the total polarized intensity $I$, degree of linear polarization $L$, and emission point colatitude $\theta_0$. Pulse longitude $l$ is measured in units of degrees. Top: double-peaked pulse with $(\alpha, i) = (70^\circ, 60^\circ)$; bottom: single-peaked pulse with $(\alpha, i) = (70^\circ, 30^\circ)$. 
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Figure 5.53: Current-modified dipole field at $r = 0.1r_{LC}$. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for a hollow cone with opening angle $25^\circ$ at $r = 0.1r_{LC}$ and degree of linear polarization $L = I \sin \theta_0$, where $\theta_0$ is the emission point colatitude. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left-right) and $10^\circ \leq \alpha \leq 90^\circ$ (top-bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure 5.54: As for Figure 5.53, but for $I-U$ ($I$ on the horizontal axis).
Figure 5.55: As for Figure 5.53, but for $Q-U$ ($Q$ on the horizontal axis).
Figure 5.56: Current-modified dipole field at $r = 0.1r_{LC}$. Layout as for Figure 5.53, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
locus of $\mathbf{x}_0(t)$ for this orientation at four altitudes ranging from $r_{\text{min}} = 0.05 r_{\text{LC}}$ to $r_{\text{max}} = 0.3 r_{\text{LC}}$. The pure dipole case at $r \ll r_{\text{LC}}$ is presented at the top of the figure as a comparison. $I$ is normalised by its peak value.

We begin with an obvious yet fundamental observation: in a current-modified magnetic dipole field, the phase portraits evolve with altitude. The PA swing evolves also but to a lesser degree.

We note the following trends. (i) The peak value of $L/I$ increases from 0.90 at $r_{\text{min}}$ to 0.92 at $r_{\text{max}}$. (ii) In the $I$-$Q$ plane, at $r = r_{\text{min}}$, the hockey stick curves upward (major axis has $dQ/dI > 0$) and broadens into a balloon, ranging over $-0.1 < Q < 0.8$. As $r$ increases, the balloon broadens further. At $r = r_{\text{max}}$, the balloon ranges over $-0.4 < Q < 0.7$. (iii) In the $I$-$U$ plane, the balloon narrows and tilts downwards (major axis has $dU/dI < 0$). (iv) In the $Q$-$U$ plane, the heart shape rotates clockwise as $r$ increases, although its size and shape do not alter much. (v) The overall shape of the PA swings does not appear to change significantly as $r$ increases, but the pulse longitude where the phase wrapping occurs shifts gradually from $\approx 0.65$ phase units at $r = r_{\text{min}}$ to $\approx 0.54$ phase units at $r = r_{\text{max}}$.

To explain the trends, we look at the locus of $\mathbf{x}_0(t)$ in the body frame. It traces out an oval which tilts and becomes egg-shaped with increasing $r$. The range of $\theta_0(t)$ remains fairly constant ($0.4 \text{ rad} \lesssim \theta_0 \lesssim 1.0 \text{ rad}$) but $\phi_0(t)$ shifts from $1.1 \text{ rad} \lesssim \phi_0 \lesssim 2.2 \text{ rad}$ at $r = r_{\text{min}}$ to $0.8 \lesssim \phi_0 \lesssim 1.9$ at $r = r_{\text{max}}$. As $I$ and $L$ do not depend on $\phi_0$, the change in the shapes must be caused by the tilt and asymmetry of the locus. For a large tilt, the path traced from $l = 0$ to $l = 0.5$ traverses different values of $\theta_0$ than the path traced from $l = 0.5$ to $l = 1$, resulting in different ranges of $|Q|$ and $|U|$ in the first and second halves of the pulse. This causes the asymmetry about the $U$-axis and the broadening and narrowing of the shapes in the $I$-$Q$ and $I$-$U$ planes.

Figure 5.57 refers to a particular orientation and polarization model, but the trends it depicts are fairly generic. We find that overall, from $r_{\text{min}}$ to $r_{\text{max}}$, the phase portraits change modestly with emission altitude at a fixed $(\alpha, i)$. Their sizes, orientation, and detailed substructure (e.g. extra twisting of the secondary loops) change gradually, but there are no cases of the phase portraits changing drastically, for example from a hockey stick to a trefoil. Therefore, when comparing the look-up tables to real data, we do not have to worry about very degenerate matches, i.e. equally good fits for very different combinations of $(\alpha, i)$ at two or more very different altitudes. We do, however, have to be aware that similar shapes like the hockey stick and banana can interchange as the altitude varies, leading to mild $(r, \alpha, i)$ degeneracies.
In Sections 5.6 and 5.7, we compute Stokes phase portraits and PA swings for several emission altitudes and compare them to multi-frequency observations of PSR J0826+2637 and PSR J0304+1932.

5.6 A detailed single-peaked example: PSR J0826+2637

In this section, we apply the recipe summarised in Figure 5.3(b) to a specific pulsar, PSR J0826+2637. The object has period $P = 0.531$ s and period derivative $\dot{P} = 1.724 \times 10^{-15}$ s$^{-1}$ (Taylor et al. 1993). Data for this object, covering frequencies in the range 0.408–1.404 GHz, are obtained from the EPN online archive. The data were originally published in Gould & Lyne (1998). We choose to study this object because it has a clean, single-peaked pulse and simple Stokes phase portraits.

A faint interpulse has been observed in PSR J0826+2637. At 0.408 GHz, the peak interpulse intensity is $\approx 2\%$ of the main pulse’s peak intensity. At 0.925 GHz, its peak intensity is $\approx 1\%$ of the main pulse’s intensity. The Stokes phase portraits of the interpulse are noisy (signal-to-noise ratio $\approx 5$ and $2$ for 0.408 GHz and 0.925 GHz respectively). Hence we do not analyse them here. In principle, however, the phase portraits from stronger interpulses provide a useful cross-check on inferences drawn from the main pulse and should be examined concurrently, following the traditional practice with PA swings.

As mentioned in Section 5.2.1, a complication arises from the fact that the published Stokes parameters for this object are not calibrated according to the canonical polarization basis, so $\beta$ is unknown a priori. Furthermore, the data is calibrated differently at different frequencies. In order to estimate $\beta$ for each of the data sets, $Q$ and $U$ must be transformed according to Equations (5.11) and (5.12). The $Q-U$ plane in 5.59 features a tilted balloon whose ‘correct’ orientation must be guessed. As a starting point, we assume the simplest case: a pure dipole at $r \ll r_{LC}$. From the pulse profile-PA swing phase delay, the emission radius was previously estimated to be $(0.006 \pm 0.004)r_{LC}$, supporting the above assumption, although the authors note that this estimate is uncertain (Blaskiewicz et al. 1991). If the emission truly originates from a low altitude, then any shape in the $Q-U$ plane should be symmetric about $U = 0$, as seen in Section 5.3. We can therefore determine $\beta$ empirically at each of the observation frequencies by rotating the $Q-U$ patterns to put them all in the same basis.
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Figure 5.57: Stokes phase portraits, PA swings and emission point locus $\hat{x}_0(t)$ in the body frame for a filled core beam with polarization $L = I \cos \theta_0$ and $(\alpha, \iota) = (70^\circ, 30^\circ)$, at five altitudes. In landscape mode, the top row shows a pure dipole at $r \ll r_{LC}$. In rows 2–5, $r$ ranges from $r = 0.05 r_{LC}$ (second row) to $r = 0.3 r_{LC}$ (bottom row). From left to right in landscape mode, the columns show: (1) the $I$-$Q$ phase portrait, (2) the $I$-$U$ phase portrait, (3) the $Q$-$U$ phase portrait, (4) the PA swing (data points with $L \geq 10^{-2}$ plotted only), and (5) the locus of $\hat{x}_0(t)$. The intensity map (greyscale) follows Figure 5.5.
Figure 5.58 shows the pulse profiles, corrected phase portraits, and PA swings for the four observations (0.408, 0.610, 0.925, and 1.404 GHz), arranged in decreasing order in landscape mode. The values of $\beta$ used in Figure 5.58 are (in order of decreasing observation frequency) 80°, 100°, 55°, and 160°. We emphasize that these numbers are based on the fact that any low-altitude pattern in the $Q-U$ plane should be symmetric about $U = 0$. It is possible but unlikely that the intrinsic emission physics $E \propto a$ changes with observation frequency (and hence emission altitude). However, (Blaskiewicz et al. 1991) estimated the same emission altitudes for 0.43 and 1.418 GHz, and this is confirmed by inspecting the $I-Q$ and $I-U$ portraits in Figure 5.58. The $I-Q$ plane features a banana shape which tilts upwards (i.e. whose major axis has $dQ/dI > 0$) and whose shape does not change significantly with frequency after correcting for $\beta$. In the $I-U$ plane, which features a balloon which tilts downwards (in the sense $dU/dI < 0$), the shapes are also similar in all frequencies.

Assuming that all the observations correspond to a narrow range of emission altitudes, we focus on finding an orientation $(\alpha, i)$ which matches the 0.925 GHz data only in the next sections. The single-peaked pulse profile suggests emission from a filled core beam. We explain in each subsection below the steps taken to find a suitable match, according to the recipe in Figure 5.3(b), by adjusting in turn the magnetic geometry (Section 5.6.1), orientation angles (Section 5.6.2), beam and polarization patterns (Section 5.6.3), and emission altitude (Section 5.6.4).

### 5.6.1 Pure versus current-modified dipole

Upon inspecting the pure dipole look-up tables for $r \ll r_{LC}$ in Section 5.3.1, we find that the closest match is for the filled core beam with polarization $L = I \cos \theta_0$, for $(\alpha, i) \approx (40^\circ, 70^\circ)$ in Figures 5.7–5.9. However, the $I-Q$ plane features a narrow line instead of a banana, and the patterns in $I-U$ are symmetric about $U = 0$ instead of tilted. Nevertheless, keeping in mind that $L$ in the data does not follow $I$ smoothly, as in the model, we cannot rule out this configuration until we have modelled $L$ in more detail.

Next, we compare the data to the pure dipole at $r = 0.1 r_{LC}$. For a filled core beam with $L = I \cos \theta_0$ and $\alpha < i$ (Figures 5.26–5.28), the phase portraits are a better match in the $I-Q$ and $I-U$ plane, although the balloon in the $Q-U$ plane is more tilted than we have assumed in the data.

In the current-modified dipole look-up tables in Section 5.5.1, for the same configuration (Figures 5.38–5.40), we also find some rough matches, but the
Figure 5.58: Multi-frequency pulse profiles, PA swing and Stokes phase portraits for PSR J0826+2637 (Gould & Lyne 1998). In landscape mode, observations at each frequency occupy rows, decreasing from 1.404 GHz (top row) to 0.408 GHz (bottom row). From left to right, the columns show (1) $I$ (solid curve, in Jy) and $L$ (dashed curve, in Jy) profiles plotted against time (s), (2) $I$-$Q$ phase portrait, (3) $I$-$U$ phase portrait, (4) $Q$-$U$ phase portrait, and (5) the PA swing (data points with $L \geq 0.1I_{\text{max}}$ plotted only). Data are presented courtesy of the EPN.
Figure 5.59: Polarimetry of PSR J0826+2637 at 0.925 GHz (Gould & Lyne 1998). Clockwise from top left panel: (a) $I$ (lower subpanel, solid curve, in Jy) and $L$ (lower subpanel, dashed curve, in Jy) profiles, and PA swing (upper subpanel, dotted curve, in rad) all plotted against time (in s); (b) $I$-$Q$ phase portrait; (c) $I$-$U$ phase portrait; (d) $Q$-$U$ phase portrait. Data are presented courtesy of the EPN.
patterns appear to be more distorted than the data on the whole. For \((\alpha, i) = (40^\circ, 70^\circ)\), the \(I-Q\) plane features a broad balloon which is tilted upwards, the \(I-U\) plane features a very narrow balloon which is tilted downwards, and the \(Q-U\) plane features a balloon which is rotated clockwise. This implies that the toroidal magnetic field does not contribute to the overall magnetic geometry for this object.

### 5.6.2 Orientation \((\alpha, i)\)

In order to refine the orientation of the model, we zoom in on the look-up table in the vicinity of \((\alpha, i) = (40^\circ, 70^\circ)\) and construct an updated \(7 \times 7\) look-up table in the range \(34^\circ \leq \alpha \leq 46^\circ, 62^\circ \leq i \leq 74^\circ\). At this level, we find that the phase portraits resemble each other fairly closely. Hence, we do not attempt to finalise the orientation until we construct better-fitting \(I\) and \(L\) profiles in Section 5.6.3.

We point out that previously measured orientations for PSR J0826+2637, based on the PA swing, lie in the range \(76.9^\circ \leq \alpha \leq 101.0^\circ, 75.8^\circ \leq i \leq 97.8^\circ\) (Everett & Weisberg 2001, and references therein). For these angles, neither the pure nor the current-modified dipoles produce phase portraits that agree with the data in Figure 5.59. This conclusion holds irrespective of \(r\), i.e. irrespective of the relative importance of the aberration. For example, for a pure dipole with \((\alpha, i) = (90^\circ, 80^\circ)\), Figures 5.7–5.9 feature a hockey stick, a triangular shape and a heart shape in \(I-Q\), \(I-U\), and \(Q-U\) respectively. Even a current-modified dipole does not fit well for the angles inferred by previous authors. For example, for \((\alpha, i) = (90^\circ, 80^\circ)\) in Figures 5.38–5.40, the current-modified dipole predicts a tilted balloon, a triangle, and a heart shape in \(I-Q\), \(I-U\), and \(Q-U\) respectively, inconsistent with the data in Figure 5.58.

### 5.6.3 Beam and polarization patterns

As \(I\) is single-peaked and reasonably symmetric about the pulse centroid (Figure 5.59), the Gaussian beam in equation (5.14), which is symmetric about \(e_3\), serves as an adequate first approximation to \(I(\theta, \phi)\). We set \(\sigma = 3^\circ\), which generates a pulse width of \(\approx 30^\circ\), three times the width observed. Unfortunately, the resolution of our numerical grid prevents us from modelling a narrower beam, but this discrepancy does not affect the results, as long as \(L\) is tailored (i.e. stretched in phase) to match \(I\).

The \(L\) profile is also single-peaked, but it peaks \(\approx 1^\circ\) after the pulse peak.
By inspecting the locus of $\mathbf{x}_0(t)$ in Figure 5.5, we see that a natural way to reproduce the phase lag is to introduce a longitudinal gradient in $L$. For orientations close to $(\alpha, i) = (30^\circ, 70^\circ)$ and at $r = 0.006r_{\text{LC}}$, a good match is obtained for the empirical model

$$L/I(\theta_0, \phi_0) = 4 \cos \theta_0 \sin(0.25\phi_0 + 1.86).$$  \hspace{1cm} (5.17)

We emphasize that equation (5.17) is the result of an iterative fitting process; it is not unique, nor does it match the data exactly. However, it suffices for the purpose of finding matching Stokes phase portraits.

After constructing a refined $7 \times 7$ look-up table of phase portraits for (5.17) over the range $34^\circ \leq \alpha \leq 46^\circ$, $62^\circ \leq i \leq 74^\circ$, stepping in intervals of $2^\circ$, we find that the data are matched most closely for $(\alpha, i) = (42^\circ, 68^\circ)$. The results are presented in Figure 5.60. In the top left panel, we plot $I$ (solid curve) and $L$ (dashed curve), scaled to units of Jy to match the data, and the PA swing (dotted curve) in units of radians. Stepping clockwise, the next three panels show $I-Q$, $I-U$, and $Q-U$. There is an ‘uncertainty’ of roughly $\pm 6^\circ$ in $\alpha$ and $i$, in the sense that models in this range also match the data respectably by eye. Given the multiple idealisations in the model, e.g. in the magnetic geometry, formal chi-squared fits are not attempted. Likewise, we do not expect the ranges of $U$ and $Q$ to match exactly, although the model does perform surprisingly well: for $(\alpha, i) = (36^\circ, 74^\circ)$, the maximum $|U|$ and $|Q|$ values agree with the data to an accuracy of 5% and 8% respectively. The PA swing matches the S-shape in the data. Again, it is impossible to narrow down $\alpha$ and $i$ to $\pm 4^\circ$ using just the PA swing without the Stokes phase portraits.

### 5.6.4 Emission altitude

We now examine the Stokes phase portraits of PSR J0826+2367 at other emission altitudes. In Figure 5.61, we plot simulated pulse profiles, PA swings, and Stokes phase portraits at four emission altitudes ($r = 0.006, 0.012, 0.020$ and $0.025r_{\text{LC}}$) for the best-fit orientation $(\alpha, i) = (42^\circ, 68^\circ)$ found in Section 5.6.3. We retain (5.17) for the polarization map, although $L(\theta, \phi)$ can certainly change with $r$ in principle.

We note that although the shapes of the phase portraits match the data qualitatively at $r = 0.006r_{\text{LC}}$, the range of $Q$ and $U$ differ slightly. The data show that $Q$ ranges from $0 \leq Q \leq 1$ and $U$ ranges from $-0.3 \leq U \leq 0.3$. At $r = 0.012r_{\text{LC}}$, the ranges seem to match better. $Q$ ranges from $0 \leq Q \leq 1.2$, and...
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Figure 5.60: Pure dipole, low-altitude model for PSR J0826+2637 at $r = 0.006r_{LC}$, sharing the pulse profile, Stokes phase portraits and PA swing for filled core beam with polarization pattern given by (5.17) for $(\alpha, i) = (42^\circ, 68^\circ)$. Clockwise from top left panel: (a) I (lower subpanel, solid curve, in Jy) and L (lower subpanel, dashed curve, in Jy) profiles, and PA swing (upper subpanel, dotted curve, in rad) all plotted against time (in s); (b) I-Q phase portrait; (c) I-U phase portrait; (d) Q-U phase portrait.
and $U$ ranges from $-0.3 \leq U \leq 0.2$. As $r$ increases from $0.006r_{LC}$ to $0.025r_{LC}$, the $I$-$Q$ balloon does not change, whereas the $I$-$U$ balloon narrows and tilts. The $Q$-$U$ balloon rotates clockwise as $r$ increases. The shape of the PA swing remains invariant.

It is clear from Figure 5.61 that the phase portraits are modestly but noticeably dependent on $r$ and are therefore a useful diagnostic of the emission altitude in principle. Unfortunately, we lack the information to tie down the radius-to-frequency mapping precisely, because we lack an absolute measurement of $\beta$ at observation frequency. With the limited information at our disposal, we can only conclude that PSR J0826+2637 is oriented at $(\alpha, i) = (42 \pm 6^\circ, 68 \pm 6^\circ)$ and that its emission altitude is consistent with a low-altitude origin ($r \approx 0.01r_{LC}$), because $B_\phi$ in the emission region is negligible ($|B_\phi/B_p| \leq 1\%$) and aberration is not a major feature in the Stokes phase portraits.

### 5.7 A detailed double-peaked example: PSR J0304+1932

We now consider an object with a more complicated pulse profile, namely PSR J0304+1932, which has $P = 1.388$ s and $\dot{P} = 1.296 \times 10^{-15}$ s$^{-1}$ (Taylor et al. 1993). Data from 0.408 GHz to 1.418 GHz were obtained from the EPN online archive [originally published in Gould & Lyne (1998) and Weisberg et al. (1999)]. This object has asymmetric, double-peaked pulse and polarization profiles. There is no interpulse observed in this object.

In analysing the data, we face the same complications as in Section 5.6. The polarization basis for the published Stokes parameters is not defined anywhere, it may be different at different frequencies, and its orientation relative to $\Omega_p$ is unknown. The previously estimated emission radii for this object are $(0.003 \pm 0.001)r_{LC}$ at 0.43 GHz and $(0.0009 \pm 0.0005)r_{LC}$ at 1.418 GHz (Blaskiewicz et al. 1991). We therefore repeat the procedure in Section 5.6 and adjust $\beta$ empirically for each of the observation frequencies so that the shapes in the $Q$-$U$ plane are as symmetric as possible about $U = 0$.

Figure 5.62 shows the pulse profiles, corrected phase portraits, and PA swings for the four observations (0.610, 0.925, 1.404, and 1.414 GHz), arranged in decreasing order in landscape mode. The Stokes phase portraits for this object are more intricate than those of PSR J0826+2637. The values of $\beta$ used in Figure 5.62 are (in order of decreasing observation frequency) $130^\circ$, $100^\circ$, $120^\circ$, $100^\circ$, and $130^\circ$. The shapes of the $I$-$Q$ balloon remain invariant, whereas the $I$-$U$ balloon narrows and tilts. The $Q$-$U$ balloon rotates clockwise as $r$ increases. The shape of the PA swing remains invariant.
Figure 5.61: Simulated pulse profiles, PA swing and Stokes phase portraits for PSR J0826+2637 at four emission altitudes. In landscape mode, plots for each emission altitude occupy rows, increasing from $r = 0.006r_{LC}$ (top row) to $r = 0.025r_{LC}$. From left to right, the columns show (1) $I$ (solid curve, in Jy) and $L$ (dashed curve, in Jy) profiles plotted against pulse longitude, $l$ (in units of $2\pi$ radians), (2) $I$-$Q$ phase portrait, (3) $I$-$U$ phase portrait, (4) $Q$-$U$ phase portrait and (5) the PA swing (data points with $L \geq 0.1I_{\text{max}}$ plotted only).
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and $70^\circ$. One important point is that the heart shape in the $Q-U$ plane for this object is not symmetric about any line, arguing powerfully against a low emission altitude. The $I-Q$ plane features a triangular shape which tilts downwards (i.e. $dQ/dI < 0$) and whose shape does not change significantly with frequency. The $I-U$ plane features a mosquito shape which is also similar at all frequencies.

Initially, we focus on finding an orientation $(\alpha, i)$ which matches the 1.418 GHz data. Figure 5.63 presents the pulse profile, phase portraits, and PA swing (in rad) at 1.418 GHz. The top left panel shows $I$ (solid curve, in Jy), $L$ (dashed curve, in Jy) and the PA swing (dotted curve) where $L \geq 0.1L_{\text{max}}$. Stepping clockwise, the next three panels show $I-Q$, $I-U$ and $Q-U$. The double-peaked pulse profile suggests emission from a hollow cone. As in Section 5.6, we explain in the following subsections the steps taken to find a matching orientation, considering the magnetic geometry (Section 5.7.1), orientation angles (Section 5.7.2), beam and polarization patterns (Section 5.7.3), and emission altitude (Section 5.7.4) in turn.

5.7.1 Pure versus current-modified dipole

The obvious asymmetry in the $Q-U$ heart shape rules out a pure dipole at $r \ll r_{\text{LC}}$ (c.f. Figure 5.19). We therefore compare the data to the look-up tables in Sections 5.4.2 and 5.5.2. The triangle, mosquito and heart shapes in the $I-Q$, $I-U$ and $Q-U$ planes respectively resemble the phase portraits approximately for the current-modified dipole at $(\alpha, i) = (80^\circ, 50^\circ)$ in Figures 5.48-5.50. To a lesser degree, the phase portraits for a pure dipole at $r = 0.1r_{\text{LC}}$ also bear similarities to the data at the same orientation, although the $I-U$ plane features a triangular shape instead of a mosquito, and the heart shape in the $Q-U$ plane is upside-down with respect to the data. Recall that the look-up tables include aberration. Before making a definite statement regarding $|B_0/B_p|$, however, we model $I$ and $L$ in more detail.

5.7.2 Orientation $(\alpha, i)$

We now zoom in and construct an updated $7 \times 7$ look-up table in the range $74^\circ \leq \alpha \leq 86^\circ$, $44^\circ \leq i \leq 56^\circ$. As for PSR J0826+2637, the phase portraits at this level resemble each other fairly closely. However, as the asymmetry of the beam and polarization profiles can change the shape of the phase portraits, we do not finalise $(\alpha, i)$ yet.
Figure 5.62: Multi-frequency pulse profiles, PA swing and Stokes phase portraits for PSR J0304+1932. In landscape mode, observations at each frequency occupy rows, decreasing from 1.418 GHz [top row; Weisberg et al. (1999)] to 1.404–0.610 GHz [second to fourth rows; Gould & Lyne (1998)]. From left to right, in landscape mode, the columns show (1) $I$ (solid curve, in Jy) and $L$ (dashed curve, in Jy) profiles plotted against time (in s), (2) $I$-$Q$ phase portrait, (3) $I$-$U$ phase portrait, (4) $Q$-$U$ phase portrait, and (5) the PA swing (data points with $L \geq 0.1L_{\text{max}}$ plotted only). Data are presented courtesy of the EPN.
Figure 5.63: Polarimetry of PSR J0304+1932 at 1.418 GHz (Weisberg et al. 1999). Clockwise from top left panel: (a) $I$ (lower subpanel, solid curve, in Jy) and $L$ (lower subpanel, dashed curve, in Jy) profiles, and PA swing (upper subpanel, dotted curve, in rad) all plotted against time (in s); (b) $I$-$Q$ phase portrait; (c) $I$-$U$ phase portrait; (d) $Q$-$U$ phase portrait. Data are presented courtesy of the EPN.
Previously inferred orientations for PSR J0304+1932, based on the PA swing and assuming a dipole field, lie in the range $69^\circ \leq \alpha \leq 162^\circ$, $72^\circ \leq i \leq 163^\circ$ (Everett & Weisberg 2001, and references therein). In this range, the pure dipole at $r \ll r_{LC}$ certainly does not produce phase portraits that agree with the data in Figure 5.63. For example, in Figures 5.17–5.19, for $(\alpha, i) = (80^\circ, 80^\circ)$, we see $\gamma$, mosquito and heart shapes (both the latter are symmetric about $U = 0$) in the $I$-$Q$, $I$-$U$, and $Q$-$U$ planes respectively. These patterns are inconsistent with the data. Nor does the current-modified dipole match well within the previously measured range. For example, in Figures 5.48–5.50, for $(\alpha, i) = (80^\circ, 80^\circ)$, the phase portraits feature an asymmetric mosquito in the $I$-$Q$ plane, two crossed balloons in the $I$-$U$ plane, and an asymmetric figure-eight in the $Q$-$U$ plane. Again, these shapes are inconsistent with the data.

5.7.3 Beam and polarization patterns

We find by trial and error that $I(\theta_0, \phi_0)$ and $L(\theta_0, \phi_0)$ must vary with longitude $\phi_0$ in order to match the data for PSR J0304+1932. Hence, we address this issue before finalising $(\alpha, i)$. For the right peak of the pulse to be taller than the left, $I(\theta_0, \phi_0)$ must be modified from a hollow cone to a ‘horseshoe’, which is brighter at one end. In the data, the pulse width is $\approx 20^\circ$, too narrow to be modelled with our software. Instead, we work with a pulse which is $\approx 4$ times wider. One possible beam pattern which matches the data is

$$I(\theta_0, \phi_0) = (2\pi \sigma^2)^{-1/2}\left|\sin(0.10\phi_0) + 0.1\right| \exp\left[-(\theta_0 - \rho)^2/(2\sigma^2)\right], \quad (5.18)$$

with $\sigma = 3^\circ$ and $\rho = 23^\circ$, together with the polarization pattern

$$L/I = 0.45 \cos \theta_0|\sin(0.80\phi_0 - 3.12)| \quad (5.19)$$

As for PSR J0826+2637, we emphasize that equations (5.18) and (5.19) are the product of an iterative fitting process; they are not unique, nor do they match the data exactly. Note that $L \propto \cos \theta_0$ leads to a better fit than $L \propto \sin \theta_0$ in this particular object, even though $L \propto \sin \theta_0$ is more commonly associated with double-peaked pulse profiles.

After constructing a refined $7 \times 7$ look-up table over the range $74^\circ \leq \alpha \leq 86^\circ$ and $44^\circ \leq i \leq 56^\circ$, we find that the data most closely matches the model for $(\alpha, i) = (76^\circ, 46^\circ)$, with a ‘by eye’ uncertainty of $\pm 4^\circ$. The results are presented...
in Figure 5.64. In the top left panel, we plot $I$ (solid curve) and $L$ (dashed curve), scaled to units of Jy to match the data, and the PA swing (upper subpanel, dotted curve) in units of radians. Stepping clockwise, the next three panels show $I-Q$, $I-U$, and $Q-U$.

For $(\alpha, i) = (76^\circ, 46^\circ)$, the triangular shape in the $I-Q$ plane is reproduced reasonably well, although the model shows an extra small loop at $(I, Q) \approx (0.3, 0.07)$ which is not present in the data but agrees otherwise. In the $I-U$ plane, the mosquito shape in the model model lacks the loop at $(I, U) \approx (0.35, 0.1)$ seen in the data. The heart shapes in the $Q-U$ plane match well. The range of $U$ and $Q$ values predicted by the model agree with the data to an accuracy of 9% and 8% respectively. The S-shape of the PA swing is reproduced well by the model, and its predicted range also matches the data to within 8%.

5.7.4 Emission altitude

Armed with the best-fit model at 1.418 GHz, we now examine the Stokes phase portraits of PSR J0304+1932 at other frequencies.

In Figure 5.65, we plot simulated pulse profiles, PA swings and Stokes phase portraits at four emission altitudes ($r = 0.05, 0.1, 0.2$ and $0.3\,r_{\text{LC}}$) for the best-fit orientation $(\alpha, i) = (76^\circ, 46^\circ)$ found in Section 5.7.2. We use the same $I(\theta_0, \phi_0)$ and $L(\theta_0, \phi_0)$ models at all four altitudes, for the sake of simplicity, although there is evidence in the data that the ratio $L/I$ changes with altitude.

As the emission altitude increases, the phase portraits become increasingly distorted. The $I-Q$ phase portrait changes from a broad crescent at $r = 0.05\,r_{\text{LC}}$ to an asymmetric mosquito at $r = 0.3\,r_{\text{LC}}$, whereas the $I-U$ plane changes from a triangular shape to a tilted, narrow hockey stick. The heart shape in the $Q-U$ plane rotates clockwise, and the ventricles become unequal as the altitude increases. The trends in the model (Figure 5.65) do not really mimic those in the data (Figure 5.62) except in loose terms. This may imply that $L(\theta_0, \phi_0)$ and $I(\theta_0, \phi_0)$ change with $r$, as suggested by Johnston et al. (2008a), or that the orientation inferred from the phase portraits is wrong, although the reader is reminded that the discrepancies are even greater if the Everett & Weisberg (2001) orientation is used. Without additional information on how the data in Figure 5.62 are calibrated, we can only conclude that at 1.418 GHz, PSR J0304+1932 can be modelled reliably with a current-modified dipole with an orientation $(\alpha, i) = (76 \pm 4^\circ, 46 \pm 4^\circ)$ at an emission altitude of $r \approx 0.1\,r_{\text{LC}}$. 
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Figure 5.64: Current-modified dipole field model for PSR J0304+1932. Pulse profile, Stokes phase portraits and PA swing for a hollow cone given by (5.18) with degree of linear polarization given by the data for \((\alpha, i) = (76^\circ, 46^\circ)\) at \(r = 0.1r_{\text{LC}}\). Clockwise from top left panel: (a) \(I\) (lower subpanel, solid curve, in Jy) and \(L\) (lower subpanel, dashed curve, in Jy) profiles, and PA swing (upper subpanel, dotted curve, in rad) all plotted against time (in s); (b) \(I-Q\) phase portrait; (c) \(I-U\) phase portrait; (d) \(Q-U\) phase portrait.
Figure 5.65: Simulated pulse profiles, PA swing and Stokes phase portraits for PSR J0304+1932 at three emission altitudes. In landscape mode, plots for each emission altitude occupy rows, increasing from $r = 0.1r_{\text{LC}}$ (top row) to $r = 0.35r_{\text{LC}}$. From left to right in landscape mode, the columns show (1) $I$ (solid curve, in Jy) and $L$ (dashed curve, in Jy) profiles plotted against pulse longitude, $l$ (in units of $2\pi$ radians), (2) $I-Q$ phase portrait, (3) $I-U$ phase portrait, (4) $Q-U$ phase portrait and (5) the PA swing (data points with $L \geq 0.1L_{\text{max}}$ plotted only).
5.8 Conclusion

In this chapter, we introduce Stokes phase portraits as an observational probe of a radio pulsar’s magnetic geometry, orientation, and emission altitude. Our aim is to supply the reader with a set of easy-to-use tools for analysing pulsar polarization data in a physically instructive way. We present handy look-up tables of pulse and polarization profiles, Stokes phase portraits, and PA swings as functions of magnetic inclination angle $\alpha$ and line-of-sight inclination angle $i$, for a pure and current-modified dipole, emission from a filled core and hollow cone, and two simple models of the degree of linear polarization. For the current-modified dipole, we also investigate how the phase portraits change with emission altitude $r$. In all the models, relativistic aberration is incorporated fully to order $O(r/r_{LC})$. To assist the reader, we summarise in Table 5.1 where to find the look-up tables corresponding to each model.
<table>
<thead>
<tr>
<th>Magnetic geometry</th>
<th>Emission altitude</th>
<th>Beam pattern</th>
<th>L pattern</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure dipole</td>
<td>( r \ll r_{LC} )</td>
<td>Filled core</td>
<td>( I \cos \theta_0 )</td>
<td>5.7–5.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( I \sin \theta_0 )</td>
<td>5.12–5.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hollow cone</td>
<td>( I \cos \theta_0 )</td>
<td>5.17–5.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( I \sin \theta_0 )</td>
<td>5.22–5.25</td>
</tr>
<tr>
<td>Pure dipole</td>
<td>( r = 0.1r_{LC} )</td>
<td>Filled core</td>
<td>( I \cos \theta_0 )</td>
<td>5.26–5.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hollow cone</td>
<td>( I \cos \theta_0 )</td>
<td>5.29–5.31</td>
</tr>
<tr>
<td>Current-modified dipole</td>
<td>( r = 0.1r_{LC} )</td>
<td>Filled core</td>
<td>( I \cos \theta_0 )</td>
<td>5.38–5.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( I \sin \theta_0 )</td>
<td>5.43–5.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hollow cone</td>
<td>( I \cos \theta_0 )</td>
<td>5.48–5.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( I \sin \theta_0 )</td>
<td>5.53–5.56</td>
</tr>
</tbody>
</table>

Table 5.1: Catalog of Stokes phase portraits and PA swing look-up tables in Sections 5.3 and 5.5.

<table>
<thead>
<tr>
<th></th>
<th>( L = I \cos \theta_0 )</th>
<th>( L = I \sin \theta_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filled core</td>
<td>hockey stick, straight line ((I-Q))</td>
<td>hockey stick ((I-Q))</td>
</tr>
<tr>
<td></td>
<td>balloon, figure-eight ((I-U))</td>
<td>balloon, figure-eight ((I-U))</td>
</tr>
<tr>
<td></td>
<td>balloon, heart ((Q-U))</td>
<td>balloon, heart ((Q-U))</td>
</tr>
<tr>
<td>Hollow cone</td>
<td>( \gamma ) shape ((I-Q))</td>
<td>( \gamma ) shape ((I-Q))</td>
</tr>
<tr>
<td></td>
<td>trefoil, mosquito, twisted triangle ((I-U))</td>
<td>trefoil, mosquito, twisted triangle ((I-U))</td>
</tr>
<tr>
<td></td>
<td>balloon, heart, mosquito, interlocking ovals ((Q-U))</td>
<td>balloon, heart, mosquito, interlocking ovals ((Q-U))</td>
</tr>
</tbody>
</table>

Table 5.2: Summary of shapes seen in Stokes phase portraits for a pure dipole (Section 5.3). Examples of each shape appear in Figure A1.
\[ L = I \cos \theta_0 \quad \text{and} \quad L = I \sin \theta_0 \]

<table>
<thead>
<tr>
<th>Shape Description</th>
<th>( L = I \cos \theta_0 )</th>
<th>( L = I \sin \theta_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filled core</td>
<td>balloon, figure-eight (I-Q)</td>
<td>balloon, figure-eight (I-Q)</td>
</tr>
<tr>
<td></td>
<td>hockey stick, banana (I-U)</td>
<td>balloon, hockey stick, banana (I-U)</td>
</tr>
<tr>
<td></td>
<td>balloon, heart (Q-U)</td>
<td>balloon, heart, figure-eight (Q-U)</td>
</tr>
<tr>
<td>Hollow cone</td>
<td>balloon, trefoil, mosquito, twisted triangle (I-Q)</td>
<td>balloon, mosquito, twisted triangle (I-Q)</td>
</tr>
<tr>
<td></td>
<td>banana, hockey stick (I-U)</td>
<td>banana, balloon, hockey stick (I-U)</td>
</tr>
<tr>
<td></td>
<td>balloon, heart, figure-eight (Q-U)</td>
<td>balloon, heart, figure-eight (Q-U)</td>
</tr>
</tbody>
</table>

**Table 5.3:** Summary of shapes seen in Stokes phase portraits for a current-modified dipole (Section 5.5). Examples of each shape appear in Figure A1.
For a pure dipole at low emission altitudes \( r \ll r_{LC} \), the Stokes phase portraits display relatively simple shapes, summarised in Table 5.2. The shapes are classified according to colloquial descriptors in Appendix 5A. They are symmetric about \( U = 0 \), because the effects of aberration are negligible. The curvature in the shapes is determined by the path traced by \( \mathbf{x}_0(t) \); for example, as \( |\alpha - i| \) increases, the curvature of the hockey stick in the \( I-Q \) plane decreases.

For a filled core, the phase portraits produced by the two polarization models, 
\[
L = I \cos \theta_0 \quad \text{and} \quad L = I \sin \theta_0
\]
are generally similar, except for \( \alpha = i \), where \( L \) is double-peaked. When the filled core is replaced by a hollow cone, the pulse profiles for \( |\alpha - i| \leq 30^\circ \) become double-peaked, and the phase portraits transform into more complicated shapes.

For a pure dipole at \( r = 0.1r_{LC} \), aberration distorts the Stokes phase portraits. The symmetry about \( U = 0 \) is broken, causing the shapes in the \( I-U \) and \( Q-U \) planes to tilt and rotate. In the \( I-Q \) plane, the shapes broaden noticeably. A phase shift between the pulse centroid and PA swing inflection point of \( \approx 4r/r_{LC} \) is also observed (Blaskiewicz et al. 1991; Hibschman & Arons 2001; Dyks 2008).

For a current-modified dipole at \( r = 0.1r_{LC} \), the phase portraits are also asymmetric about \( Q = 0 \) and \( U = 0 \). The toroidal field can either partially cancel out or enhance the effects of aberration, depending on its orientation. For \( B_\phi = -B_p r/r_{LC} \), the shapes of the phase portraits are summarised in Table 5.3 and in Appendix 5A. For a hollow cone, at those orientations where the pulse is double-peaked, the shapes are more complicated that those of a filled core. The tilt angles of the shapes are roughly proportional to the emission altitude and hence \( B_\phi \). The heart shapes and balloons seen in the \( Q-U \) plane also rotate about \( (U, Q) = (0, 0) \) as the orientation and/or emission altitude changes.

In Sections 5.6 and 5.7, we apply our look-up tables to multi-frequency observations of two pulsars: PSR J0826+2637 and PSR J0304+1932. We find that previous measurements of \( (\alpha, i) \) from the PA swing do not reproduce the observed phase portraits for either a pure or current-modified magnetic dipole. However, it is possible to obtain good matches to both the PA swing and phase portraits for other choices of \( (\alpha, i) \). For PSR J0826+2637, the closest match at 0.925 GHz comes from a pure dipole with a filled core beam, with orientation \( (\alpha, i) = (42^\circ, 68^\circ) \) at \( r \approx 0.012r_{LC} \). For PSR J0304+1932, the closest match at 1.418 GHz comes from a current-modified dipole with a hollow cone, with orientation \( (\alpha, i) = (76^\circ, 46^\circ) \) at \( r = 0.1r_{LC} \). As the multi-frequency data are not usually measured in the canonical polarization basis, we are unable to
extract the radius-to-frequency mapping without additional information.

We close by summarising our main conclusions.

1. Stokes phase portraits contain additional information regarding a pulsar’s orientation \((\alpha, i)\) and magnetic geometry when used in conjunction with PA swings.

2. The observed phase portraits of \(\approx 60\%\) of the 26 pulsars studied in this chapter are asymmetric and hence incompatible with a pure magnetic dipole at low emission altitudes (Section 5.4.3).

3. As a corollary of (ii), the radio emission region in these objects is found to lie at \(r \gtrsim 0.1r_{\text{LC}}\), where the effects of relativistic aberration and a toroidal field are important. In some cases, one must have \(r \gtrsim 0.2r_{\text{LC}}\), i.e. the emission comes from the outer magnetosphere (Sections 5.6 and 5.7).

4. The idealised model of a pure or current-modified dipole at \(r \gtrsim 0.1r_{\text{LC}}\) with a filled core beam and \(L = I \cos \theta_0\), or a hollow cone beam and \(L = I \sin \theta_0\), manages to account for most gross features in the polarization data from all 26 pulsars studied in this chapter, whether the pulse profiles are single-peaked or double-peaked. Small longitudinal variations in \(I\) and \(L\) are needed to fit certain minor details (e.g. relative peak heights) in the observations.

This chapter is the first in a series. Future papers will examine the Stokes tomography of a force-free rotator, millisecond pulsars, and the circularly polarized component of pulsar radio emission.
6 Stokes tomography of radio pulsar magnetospheres. II. Millisecond pulsars

The radio polarization characteristics of millisecond pulsars (MSPs) differ significantly from those of non-recycled pulsars. In particular, the position angle (PA) swings of many MSPs deviate from the S-shape predicted by the rotating vector model, even after relativistic aberration is accounted for, indicating that they have non-dipolar magnetic geometries, likely due to a history of accretion. Stokes tomography, introduced by Chung & Melatos (2009), uses phase portraits of the Stokes parameters as a diagnostic tool to infer a pulsar’s magnetic geometry and orientation. This chapter applies Stokes tomography to MSPs, generalizing the technique to handle interpulse emission. We present an atlas of look-up tables for the Stokes phase portraits and PA swings of MSPs with current-modified dipole fields, filled core and hollow cone beams, and two empirical linear polarization models. We compare our look-up tables to data from 15 MSPs and find that the Stokes phase portraits for a current-modified dipole approximately match several MSPs whose PA swings are flat or irregular and cannot be reconciled with the standard axisymmetric rotating vector model. PSR J1939+2134 and PSR J0437−4715 are modelled in detail. The data from PSR J1939+2134 at 0.61 GHz can be fitted well with a current-modified dipole at $(\alpha, i) = (22 \pm 2^\circ, 80 \pm 1^\circ)$ and emission altitude $0.4 \, r_{LC}$. The fit is less accurate for PSR J1939+2134 at 1.414 GHz, and for PSR J0437−4715 at 1.44 GHz, indicating that these objects have a more complicated magnetic field geometry, such as a surface quadrupole, a force-free or vacuum-like field, or a polar magnetic mountain.
6.1 Introduction

The two tools used most frequently to characterise the orientation and magnetic geometry of a radio pulsar are its pulse profile and position angle (PA) swing. The rotating vector model (Radhakrishnan & Cooke 1969), which assumes an axisymmetric magnetic field, predicts an S-shaped swing across one pulse period and is traditionally used to determine the inclinations of the magnetic axis of symmetry and the observer’s line of sight to the rotation axis. However, there are limitations when analysing only the PA swing, especially as the magnetosphere is not axisymmetric in general, e.g. the magnetic field includes a current-modified component (Hibschman & Arons 2001).

In Chapter 5, Stokes tomography was introduced as a diagnostic tool to be used alongside more traditional methods of analysis. It exploits the fact that the phase portraits traced out by the four Stokes parameters, when plotted against each other over one pulse period, are unique for any given magnetic geometry and orientation. An atlas of look-up tables, containing Stokes phase portraits and PA swings, was presented in Chapter 5 for a variety of simple models, including pure and current-modified dipole fields, filled core and hollow cone beams, and the associated linear polarization patterns. Stokes tomography was used to successfully model two non-recycled pulsars, PSR J0826+2637 and PSR J0304+1932, and to show that the Stokes phase portraits of 24 nominally “dipolar” pulsars, which obey the period-pulse-width relation and/or exhibit clean S-shaped PA swings, are inconsistent with low-altitude emission from a pure dipole field.

In this chapter, we turn our attention to millisecond pulsars (MSPs). Polarimetric studies of MSP radio emission have uncovered complex behaviour not normally seen in slower pulsars. In particular, the PA swings of many MSPs are neither clean nor S-shaped; instead, they are flat (Stairs et al. 1999; Ord et al. 2004), highly distorted (e.g. PSR J0437−4715; Navarro et al. 1997) or extremely noisy (e.g. giant pulses from PSR J1824−2452A; Knight et al. 2006). Additionally, the PA swing varies dramatically with frequency for many MSPs (Johnston et al. 2008a), indicating that the magnetic geometry changes a lot with altitude, or that the observed pulse profile comprises emission from several different regions and altitudes.

The above trends suggest that MSPs have nondipolar magnetic fields. In a non-recycled pulsar, a dipole field can be distorted by several mechanisms, e.g. a current flowing along the field lines (Hibschman & Arons 2001; Dyks 2008), or rotational sweepback near the light cylinder (Hibschman & Arons 2001; Dyks
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In a recycled pulsar with a history of prolonged accretion, another set of mechanisms comes into play. For example, accreted material channeled onto the magnetic poles distorts the frozen-in magnetic field as it spreads towards the equator (Melatos & Phinney 2001; Payne & Melatos 2004; Vigelius & Melatos 2008). Quadrupolar magnetic fields, proposed to explain the X-ray light curves of Her X-1 (Shakura et al. 1991), can even be comparable to the dipolar component (Long et al. 2008). Multipole fields can also be generated near the inner edge of the partially diamagnetic accretion disk of an X-ray pulsar (Lai et al. 1999). Alternatively, as the pulsar is spun up by accretion, the magnetic pole drifts towards the rotation axis, dragged inward by the motion of superfluid vortices in the pulsar’s core (Srinivasan et al. 1990; Ruderman 1991; Cheng & Dai 1997; Lamb et al. 2009).

In this chapter, we apply Stokes tomography to millisecond pulsar data drawn from the European Pulsar Network’s (EPN) online database. In Section 6.2, we briefly review the fitting recipe for determining the optimal orientation and beam polarization patterns from observed pulse profiles and Stokes phase portraits. We also extend the model in Chapter 5 to treat interpulse emission. We compare our improved look-up tables of Stokes phase portraits and PA swings to observations of 15 MSPs in Section 6.3. We then conduct detailed modelling of PSR J1939+2134, which has a strong interpulse, and PSR J0437−4715, which has a pulse profile with multiple peaks, in Sections 6.4 and 6.5 respectively. Our findings are summarised in Section 6.6.

6.2 Stokes tomography

6.2.1 Radiation field

For the convenience of the reader, we begin by summarising briefly how to determine the emission point and hence the polarization state of the radiation as a function of pulse longitude, following the recipe laid out in Section 2 of Chapter 5. Our notation and definitions copy Chapter 5.

We define two reference frames, as in Figure 5.1: the inertial frame, in which the observer is at rest, with axes \((e_x, e_y, e_z)\), and the body frame of the pulsar. The relative motion between the frames is computed by solving Euler’s equations of motion (including precession in general but not in this chapter). The line-of-sight vector \(w\) is chosen to lie in the \(e_y\-e_z\) plane, making an angle \(i\) with \(e_z\). The rotation and magnetic axes lie along \(e_z\) and one of the body frame axes \((e_3)\) respectively, separated by an angle \(\alpha\). We define a spherical
polar grid \((r, \theta, \phi)\) in the body frame covering the region \(x_{\text{min}} \leq r/r_{\text{LC}} \leq x_{\text{max}}, 0 \leq \theta \leq \pi, 0 \leq \phi \leq 2\pi\), with \(64 \times 256 \times 128\) grid cells, where the line \(\theta = 0\) lies along \(e_3\), and \(r_{\text{LC}} = c/\Omega\) is the light cylinder radius. In this chapter, we take \(x_{\text{min}} = 0.01\) and \(x_{\text{max}} = 0.83\) to accommodate the relatively small magnetospheres (and hence emission altitudes) of MSPs.

Radiation from highly relativistic particles flowing along magnetospheric field lines is narrowly beamed. Hence, without relativistic aberration, the observed emission point \(\mathbf{x}_0(t)\) at any time \(t\) is located where the magnetic vector \(\mathbf{B}[\mathbf{x}_0(t), t]\) points along \(\mathbf{w}\). When aberration is included, the emission point \(\mathbf{x}_0(t)\) at time \(t\) satisfies the equation (Blaskiewicz et al. 1991; Dyks 2008)

\[
\mathbf{w} = \pm \mathbf{t} + \frac{\mathbf{\Omega} \times \mathbf{x}_0}{|\pm \mathbf{t} + \mathbf{\Omega} \times \mathbf{x}_0/c|},
\]

where \(\mathbf{t} = \mathbf{B}[\mathbf{x}_0(t), t]/|\mathbf{B}[\mathbf{x}_0(t), t]|\) is the unit tangent vector to the magnetic field at \(\mathbf{x}_0(t)\), and \(\mathbf{\Omega}\) is the angular velocity vector. In Chapter 5, we considered emission from only one pole for simplicity [i.e. \(+\mathbf{t}\) in equation (6.1)], and hence ignored interpulse emission. In this chapter, we include emission from both the north and south poles, requiring both \(\pm \mathbf{t}\) terms to be retained in (6.1). At every instant, we thus have four emission points which satisfy (6.1), two in the hemisphere opposite the observer (which he cannot see), and two facing the observer, which we label \(P_1\) and \(P_2\). We search the grid at a fixed altitude \(r_0\) to find \(P_1\) and \(P_2\); note that the locations of \(P_1\) and \(P_2\) change with time in both the body frame and the inertial frame. The \(\mathbf{\Omega} \times \mathbf{x}_0\) term in (6.1) encodes the aberration effect, as in Hibschman & Arons (2001); it is correct to order \(O(r/r_{\text{LC}})\) and should be replaced by the full relativistic expression when modelling exceptionally good data.

The Stokes parameters \((I, Q, U, V)\) associated with the complex electric field vector \(\mathbf{E}\) at \(\mathbf{x}_0(t)\), which describe the polarization state, are defined as

\[
I = |E_x|^2 + |E_y|^2, \quad Q = |E_x|^2 - |E_y|^2, \quad U = 2\text{Re}(E_x^*E_y), \quad V = 2\text{Im}(E_x^*E_y),
\]

where \(I\) is the polarised fraction of the total intensity, \(L = (Q^2 + U^2)^{1/2}\) is the linearly polarised component, and \(V\) is the circularly polarised component. The observed electric field vector \(\mathbf{E}\), assumed to be in the direction of the
particle acceleration\(^1\), is the incoherent sum of the electric field vectors at \(P_1\) and \(P_2\), viz. \(E = E_1 + E_2\), where the relative phase between \(E_1\) and \(E_2\) fluctuates randomly. The observed Stokes parameters therefore reduce to \(I = I_1 + I_2, Q = Q_1 + Q_2,\) and \(U = U_1 + U_2\). In this chapter, we assume that all the emission is linearly polarised for simplicity, i.e. \(V = 0\). Circular polarization will be examined in a companion paper.

The \(x\)- and \(y\)- components are measured with respect to an orthonormal basis \((\hat{x}, \hat{y})\) which is fixed in the plane of the sky. In this chapter, we choose \(\hat{x} = \Omega_p/|\Omega_p|\) and \(\hat{y} = \hat{x} \times \mathbf{w}\), where \(\Omega_p = \Omega - (\Omega \cdot \mathbf{w})\mathbf{w}\) is the projection of \(\Omega\) onto the sky. Then the polarization angle, \(\psi\), between \(\hat{x}\) and the linearly polarised part of \(E\) is given by

\[
\psi = \frac{1}{2} \tan^{-1} \frac{U}{Q}.
\] (6.6)

The observational data obtained from the EPN are not necessarily expressed in the canonical basis \((\hat{x}, \hat{y})\). However, the \(Q-U\) phase portrait has the same shape in any Cartesian basis; if the basis is rotated by an angle \(\beta\) with respect to \(\hat{x}\) and \(\hat{y}\), the \(Q-U\) phase portrait rotates by an angle \(2\beta\) without being distorted, unlike the \(I-Q\) and \(I-U\) phase portraits, which change shape. Hence, when analysing the data, the first step is to reproduce the shape of the \(Q-U\) phase portrait as closely as possible without worrying about the orientation; infer \(\beta\); rotate the \((I, Q, U, V)\) data into the canonical basis provisionally defined through \(\beta\); and then adjust \(\alpha, i,\) and the beam and polarization patterns iteratively to reproduce the \(I-Q\) and \(I-U\) portraits. The recipe for doing so is explained in Section 5.2.6 and Figure 5.2.6.

### 6.2.2 Look-up tables of Stokes phase portraits

Figures A2–A17 in Appendix 6A display look-up tables of Stokes phase portraits and PA swings, similar to those in chapter 5, updated to include interpulse emission. The figures are organised into four groups, corresponding to two beam models (filled core and hollow cone) and two polarization models (\(L \propto \cos \theta\), \(L \propto \sin \theta\); see chapter 5). All the look-up tables are for a current-modified dipole magnetic field, described by equation (5.16).

\(^1\)The instantaneous acceleration is inclined slightly with respect to the normal (or binormal) of \(B\) at \(x_0(t)\), because the emitting charges corotate. For more details, see the discussion around equation (5.2) and equation (A3) in Dyks (2008).
6.2.3 Interpulses

An interpulse is a secondary pulse separated from the main pulse by approximately 180° of rotational phase (Manchester & Lyne 1977). It is believed to arise when a pulsar is a nearly orthogonal rotator viewed nearly side-on, shining from both magnetic poles, i.e. with \( \alpha \approx i \approx 90° \), where ‘\( \approx \)’ means ‘within roughly one beam width’ in this context (Petrova 2008).

Figure 6.1 compares the Stokes phase portraits, pulse profiles, and PA swings for a pure dipole and current-modified dipole emitting from one and two poles for one illustrative orientation \((\alpha, i) = (80°, 70°)\). For clarity, relativistic aberration is not included in this example (compare Section 5.2.3 et seq.). Clockwise from the top left panel, the figure displays (i) a pure dipole with no interpulse, (ii) a current-modified dipole at \( r = 0.13r_{LC} \) with no interpulse, (iii) a pure dipole with an interpulse, and (iv) a current-modified dipole at \( r = 0.13r_{LC} \) with an interpulse. The top two panels in Figure 6.1, which have no interpulse, are the same as in Figures 5–8 and 30–33 in the look-up tables in chapter 5.

Figure 6.2 shows the loci \( \tilde{x}_0(t) \) traced out by \( P_1 \) and \( P_2 \) over one rotation in the body frame of the pulsar for the various cases in Figure 6.1. The panels are arranged as in Figure 6.1. The bottom panels, in which the interpulse is present, show two paths, one in the north hemisphere, and one in the south. For the current-modified dipole (right panels), the loci are asymmetric, as discussed in chapter 5. For definiteness, we choose a filled-core beam, viz.

\[
I(\theta, \phi) = (2\pi \sigma^2)^{-1/2} \left\{ \exp \left[ -\theta^2/(2\sigma^2) \right] + \exp \left[ -((\theta - \pi)^2)/(2\sigma^2) \right] \right\}, \tag{6.7}
\]

which is represented by greyscale shading in Figure 6.2. In (6.7), \( \sigma \) is the width of the beam, chosen arbitrarily to equal 10°. We also choose the linear polarization pattern to be

\[
L(\theta, \phi) = I(\theta, \phi)|\cos \theta| \tag{6.8}
\]
in Figures 6.1 and 6.2. Other choices (e.g. \( L \propto \sin \theta \)) are equally valid and have been found empirically in chapter 5 to match the observational data in many objects.

In Figure 6.1, the interpulse traces out a small, secondary loop within the primary pattern in the \( I-Q, I-U \) and \( Q-U \) phase portraits. It also changes slightly the range of \( U \) and \( Q \) covered by the main pulse. For example, for
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Figure 6.1: Stokes tomography of a model pulsar with an interpulse but without relativistic aberration. Top left: dipole field, no interpulse. Top right: current-modified dipole emitting at $r = 0.13r_{\text{LC}}$, no interpulse. Bottom left: dipole field with interpulse. Bottom right: current-modified dipole emitting at $r = 0.13r_{\text{LC}}$ with interpulse. Within each quadrant of the figure, the five subpanels display (clockwise from top left): $I/I_{\text{max}}$ and PA (in radians) as functions of pulse longitude, $I-Q$, $Q-U$, and $I-U$. The orientation is $(\alpha, i) = (80^\circ, 70^\circ)$. The beam pattern is given by (6.7).

Figure 6.2: Locus $\hat{x}_0(t)$ traced out by the emission point(s) $P_1$ and $P_2$ over one rotation, in the body frame of the model pulsar considered in Figure 6.1. Top left: dipole field, no interpulse. Top right: current-modified dipole emitting at $r = 0.13r_{\text{LC}}$, no interpulse. Bottom left: dipole field with interpulse. Bottom right: current-modified dipole emitting at $r = 0.13r_{\text{LC}}$ with interpulse. The beam pattern $I(\theta, \phi)$ is represented by greyscale shading (brightness $\propto I$).
the dipole (left panels), the maximum value of $U$ decreases from 0.9 to 0.8 with the addition of the interpulse. The size of the secondary loop (i.e. the intensity of the interpulse) increases relative to the main pulse as $\alpha$ approaches $i$, as expected. Along $\alpha = 90^\circ$ and $i = 90^\circ$, when the interpulse and the main pulse peak at the same intensity, the primary and secondary patterns overlap in the $I$-$Q$, $I$-$U$ and $Q$-$U$ planes, and the phase portraits are indistinguishable from the non-interpulse case. The shapes do not overlap exactly for other orientations, where the main pulse is brighter than the interpulse.

In the $I$-$U$ and $Q$-$U$ planes, the balloons and heart shapes seen in chapter 5 are also seen when an interpulse is present. For example, for $\alpha = i = 90^\circ$, the Stokes parameters trace out two reflection-symmetric patterns with positive and negative $U$ to form complex, interlocking shapes (see Figures A2–A16 from the atlas of look-up tables in Appendix 6A). As expected, the patterns are more intricate for a hollow cone than for a filled core. For example, the $Q$-$U$ portrait at $(\alpha, i) = (70^\circ, 80^\circ)$ for a filled core contains an asymmetric, tilted heart shape and a small oval, both connected at $Q = U = 0$ (Figure A4). The same orientation for a hollow cone shows a broader heart shape with two large, secondary ovals (Figure A12).

### 6.2.4 Relativistic aberration

In the observer’s reference frame, charged particles flowing outwards ultra-relativistically along poloidal magnetic field lines also have a small transverse velocity component because they corotate with the star as part of the highly conducting magnetosphere. This displaces $x_0(t)$ by a distance of order $r/r_{LC}$ compared to its position when aberration is neglected. The electric field vector (parallel to the particle’s acceleration vector) is also displaced, resulting in the well-known delay-radius relation (Blaskiewicz et al. 1991; Hibschman & Arons 2001; Dyks 2008). According to this relation, the centre of the pulse profile leads the steepest point of the PA swing by $4r/r_{LC}$.

We compute $x_0(t)$ directly, including aberration, by solving (6.1) numerically. As a cross check, we compare the numerical solution with the analytic approximation given by equation (F2) of Hibschman & Arons (2001), where the tangent field at the aberration-shifted emission point, $t$, can be expressed as the sum of the tangent field at the original, non-aberrated emission point, $t_0$, plus a perturbation $t_1 = (\Omega \times x_0)/c - [(\Omega \times x_0)/c \cdot t_0]t_0$. As the aberration-induced deflection angle grows linearly with $r$, equation (F2) holds most accurately for small $r$. At $r = 0.13r_{LC}$ and $0.31r_{LC}$, the direct and approximate calculations
of $t$ agree to within $\sim 10\%$ and $\sim 20\%$ respectively. Note that, although we calculate $t$ directly from (6.1), the expression $\pm t + \Omega \times x_0/c$ itself in (6.1) breaks down near the light cylinder, where quadratic relativistic corrections come into play.

Figure 6.3 illustrates how aberration modifies the Stokes phase portraits, pulse profiles, and PA swings for pure dipole and current-modified dipole magnetospheres. For the sake of clarity, we do not include interpulse emission in Figure 6.3, although, in general, interpulse and aberration effects are additive, as one can tell from the look-up tables in Appendix 6A. The emission is placed arbitrarily at an altitude of $0.1r_{LC}$ to ensure a reasonably strong effect. We note that aberration introduces an altitude dependence in the case of a pure dipole, which is absent in the non-aberrated case considered in chapter 5.

Aberration acts mainly to shift the relative phases of the pulse centroid and PA swing inflection point. To lowest order in $r/r_{LC}$, the radius-delay relation predicts that the pulse profile is phase shifted by $\approx -r/r_{LC}$ radians, whereas the PA swing is phase shifted by $\approx 3r/r_{LC}$ radians. Figure 6.3 shows that for $r = 0.1r_{LC}$, the pulse profile is shifted by $\approx -0.08$ radians, whereas the PA swing is shifted by $\approx +0.27$ radians. These shifts are enough to dramatically broaden the $I$-$Q$ pattern, twist the $I$-$U$ pattern, and tilt the $Q$-$U$ pattern for the pure dipole (left panels of Figure 6.3). For the current-modified dipole (right panels), the $I$-$Q$ pattern narrows, the $I$-$U$ patterns twists and rotates, and the $Q$-$U$ pattern rotates. Figure 6.4 shows the loci of $\hat{x}_0(t)$ traced out by $P_1$ over one rotation (there is only one set of emission points without an interpulse), with each panel corresponding to the cases in Figure 6.3. The loci of the aberrated emission points (bottom panels) are shifted in $\phi$ relative to the non-aberrated points (top panels).

In chapter 5, it was shown that, for a pure dipole field without aberration, all phase portraits are reflection symmetric about $U = 0$. Aberration breaks this symmetry, causing the shapes in the $I$-$U$ and $Q$-$U$ plane to tilt (see Section 5.4). Aberration also changes the tilt and the relative sizes of the shapes in the phase portraits, e.g. the ventricles of the hearts in the $U$-$Q$ plane.

### 6.3 Miniature population study

We now survey the pulse profiles, Stokes phase portraits, and PA swings for a selection of 16 MSPs from the EPN online database\(^2\) (Lorimer et al. 1998).

\(^2\)Available at: http://www.mpifr-bonn.mpg.de/pulsar/data/
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Figure 6.3: Stokes tomography for a model pulsar including relativistic aberration but without an interpulse. Top left: dipole field, no aberration. Top right: current-modified dipole emitting at $r = 0.1r_{LC}$, no aberration. Bottom left: dipole field emitting at $r = 0.1r_{LC}$ with aberration. Bottom right: current-modified dipole emitting at $r = 0.1r_{LC}$ with aberration. Within each quadrant of the figure, the five subpanels displays (clockwise from top left): $I/I_{\text{max}}$ and PA swing (in radians) as a function of pulse longitude, $I-Q$, $Q-U$, $I-U$. The orientation is $(\alpha, i) = (30^\circ, 40^\circ)$. The beam pattern is given by (6.7).

Figure 6.4: Locus $\hat{x}_0(t)$ traced out by the emission point $P_1$ across one rotation, in the body frame of the model pulsar considered in Figure 6.3. Top left: dipole field, no aberration. Top right: current-modified dipole emitting at $r = 0.1r_{LC}$, no aberration. Bottom left: dipole field emitting at $r = 0.1r_{LC}$ with aberration. Bottom right: current-modified dipole emitting at $r = 0.1r_{LC}$ with aberration. The beam pattern $I(\theta, \phi)$ is represented by greyscale shading (brightness $\propto I$).
These objects are chosen because they have pulse periods $< 10\text{ms}$, except for PSR J1022+1001, which was included because of its interesting Stokes phase portraits and because its orientation angles $\alpha$ and $i$ have been measured with some degree of confidence by previous authors. All objects were observed by Stairs et al. (1999), except for PSR J0437−4715 (Manchester & Johnston 1995). We note that the PA swing $\psi$ defined in this chapter corresponds to $-\psi$ in Stairs et al. (1999). Table 6.3 quotes the size of the magnetosphere for each MSP (in units of the stellar radius, $r_\star$) and the frequencies where EPN data are available. In the few cases where rotating vector model fits have been attempted in the literature, $\alpha$ and $i$ are also quoted, together with the published uncertainties.

### 6.3.1 General trends

In Figures 6.5–6.7, we present the Stokes phase portraits, pulse profiles, and PA swings for the 8 pulsars with the cleanest data. All Stokes parameters are normalized by the peak intensity $I_{\text{max}}$. MSPs generally have a lower degree of linear polarization than non-recycled pulsars, so their phase portraits are correspondingly noisier. The PA swing is only drawn at pulse longitudes satisfying $L \geq 0.1L_{\text{max}}$ and $I \geq 0.1I_{\text{max}}$, where $L_{\text{max}}$ is the peak value of $L$. As the absolute orientation of $\Omega_p$ (and hence the angle $\beta$ between the measured and canonical bases) for each set of data is unknown, we start by analysing just the shape of the $Q$-$U$ phase portraits, as discussed in Section 6.2.1 and chapter 5.

Many of the pulse and linear polarization profiles are highly asymmetric, suggesting a complex emission pattern. In objects where $I(t)$ and $L(t)$ have multiple peaks or interpulse emission, the Stokes phase portraits feature multiple loops, each corresponding to an individual peak. For example, each of the five peaks seen in PSR J0437−4715 at 1.44 GHz (Figure 6.5, top row) corresponds to a distinct sub-pattern in the $I$-$Q$ and $I$-$U$ planes (see Section 6.5).

In the $Q$-$U$ plane, the pattern formed is an asymmetric figure-eight over a slightly curved line. PSR J1022+1001 (Figure 6.5, rows 4–6) has an asymmetric, double-peaked pulse profile, which produces an asymmetric heart shape in the $Q$-$U$ plane. Also interesting is PSR J1939+2134 (Figure 6.7, rows 4–5), which has a strong interpulse, whose phase portraits narrow with increasing frequency, while those of the main pulse broaden.

The PA swings for the MSPs featured in Figures 6.5–6.7 are less informative. In several cases, where the PA swing is flat or noisy, the phase portraits still
### Table 6.1: Pulse periods $P$ and observation frequencies of 16 millisecond pulsars from the EPN online database with $P < 10$ ms (except for J1022+1001, which is included because of its interesting Stokes phase portraits). Where a rotating vector model fit has been published previously, $\alpha$ and $i$ are quoted with their published uncertainties. The uncertainties for $\alpha$ and $i$ for PSR J0437$-$4715 are not given in the literature. All pulsars were observed by Stairs et al. (1999), except for PSR J0437$-$4715 (Manchester & Johnston 1995).

<table>
<thead>
<tr>
<th>Pulsar</th>
<th>$P$ (ms)</th>
<th>$r_{\text{LC}}/r_*$</th>
<th>Frequency (GHz)</th>
<th>$\alpha$ ($^\circ$)</th>
<th>$i$ ($^\circ$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0034$-$0534</td>
<td>1.88</td>
<td>9.09</td>
<td>0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J0218+4232</td>
<td>2.32</td>
<td>11.11</td>
<td>0.41</td>
<td>$8 \pm 11$</td>
<td>—</td>
</tr>
<tr>
<td>J0437$-$4715</td>
<td>5.76</td>
<td>27.78</td>
<td>1.44</td>
<td>145</td>
<td>140</td>
</tr>
<tr>
<td>J0613$-$0200</td>
<td>3.06</td>
<td>14.71</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1012+5307</td>
<td>5.26</td>
<td>25.64</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1022+1001</td>
<td>16.45</td>
<td>83.33</td>
<td>0.61</td>
<td>140 $\pm$ 16</td>
<td>135.1 $\pm$ 4.1</td>
</tr>
<tr>
<td>J1643$-$1224</td>
<td>4.62</td>
<td>22.22</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1713+0747</td>
<td>4.57</td>
<td>22.22</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1730$-$2304</td>
<td>8.12</td>
<td>40.00</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1744$-$1134</td>
<td>4.07</td>
<td>19.61</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1823$-$3021A</td>
<td>5.44</td>
<td>26.32</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1824$-$2452</td>
<td>3.05</td>
<td>14.49</td>
<td>0.61</td>
<td>40.7 $\pm$ 1.7</td>
<td>80.7 $\pm$ 3.9</td>
</tr>
<tr>
<td>J1911$-$1114</td>
<td>3.63</td>
<td>17.54</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1939+2134</td>
<td>1.56</td>
<td>7.69</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J2051$-$0827</td>
<td>4.51</td>
<td>21.74</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
trace out a recognisable pattern. For example, in Figure 6.5, the PA swing of PSR J0437–4715 is flat overall but punctuated by several dips, while the PA swing of PSR J1012+5307 is completely flat. Their phase portraits, in contrast, reveal balloons and figure-eights. In Figure 6.6, the PA swings of PSR J1713+0747, PSR J1744–1134 and PSR J1911–1114 are flat, yet their phase portraits are distinguished by straight lines and balloons. The same is true of PSR J1939+2134 in Figure 6.7. This is another instance, to be added to those in chapter 5, where the Stokes phase portraits carry important extra information which is not apparent from the pulse profile and PA swing alone.

6.3.2 Magnetic geometry and orientation

The data in Figures 6.5–6.7 are too low in quality to allow detailed fits for the angles $\alpha$ and $i$ and the magnetic geometry, except for PSR J1939+2134 and PSR J0437–4715, which we model in detail in Sections 6.4 and 6.5. It is still instructive, however, to compare the observed Stokes phase portraits in Figures 6.5–6.7 with the atlas of look-up tables in Appendix 6A and make some general remarks.

With the exception of PSR J1022+1001, which has an S-shaped PA swing, the PA swings of the five other MSPs are flat or noisy, ruling out a purely dipolar magnetic geometry. Below, we list the MSPs where we have been able to find approximately matching orientations, beam patterns and linear polarization models for a current-modified dipole. The relevant look-up tables are appended in parentheses. In inferring the orientations, we follow some rules of thumb. (i) If there is an interpulse present, we limit the look-up range to $\alpha \approx i \gtrsim 60^\circ$. (ii) If there is more than one peak, we model the emission as a hollow cone. (iii) If $L$ peaks with $I$, we assume $L = I \cos \theta$, whereas, if $L$ vanishes at the pulse centroid, we assume $L = I \sin \theta$. Away from the $\alpha = i$ diagonal, both linear polarization patterns yield similar phase portraits.

1. PSR J1012+5307 (0.61 GHz, Figure 6.5, third row): hollow cone, $L = I \cos \theta$, $(\alpha, i) = (20^\circ, 80^\circ)$ (Figures A10–A13). This object has an interpulse and matches the model if the balloons are rotated by $\approx 180^\circ$.

2. PSR J1713+0747 (1.414 GHz, Figure 6.6, third row): filled core beam, $L = I \sin \theta$, $(\alpha, i) = (10^\circ, 80^\circ)$ (Figures A2–A5). Note, however, that the data makes a straight line in the $Q-U$ plane, whereas the closest match in the look-up tables is a thin balloon (rotated by $\approx 180^\circ$).
3. J1744−1134 (0.61 GHz, Figure 6.6, fourth row): filled core beam, \( L = I \cos \theta \), \((\alpha, i) = (30^\circ, 70^\circ)\) (Figures A2–A5). The oval shape matches the model if it is rotated by \( \approx 90^\circ \). We note, however, that this is not a unique match as the oval shape is common.

4. J1824−2452 (0.61 GHz, Figure 6.6, fifth row): hollow cone beam, \( L = I \cos \theta \), \((\alpha, i) = (60^\circ, 60^\circ)\) (Figures A10–A13). The pulse profile has three peaks, suggesting that this object may have a double-peaked interpulse. The data matches the model if the pattern is rotated by \( \approx 180^\circ \).

Where multi-frequency observations are available, we only analyse the frequency at which the phase portraits are resolved best. We emphasize that the matches are approximate, and that the figures in Appendix 6A show only the phase portraits at one altitude, viz. \( r = 0.1r_{\text{LC}} \). More detailed modelling of \( I \) and \( L \) as a function of emission altitude and \((\theta, \phi)\) must be done to obtain more accurate matches, including the possibility that the emission originates from several altitudes (Johnston et al. 2008a).

For PSR J1022+1001 (Figure 6.6, rows 4–6), whose S-shaped PA swing is nominally dipolar, the heart shape in the \( Q-U \) plane roughly matches a pure or current-modified dipole at \((\alpha, i) \approx (70^\circ, 20^\circ)\) for a hollow cone with either polarization model. However, the observed heart shape differs slightly from the model, and \( L(t) \) is actually triple-peaked, not double-peaked. Further information on \( \beta \) (e.g. at several frequencies) is required in order to accurately determine the orientation and magnetic geometry.

We now test whether the published \( \alpha \) and \( i \) values in Table 6.3, inferred from the rotating vector model, are consistent with the observed Stokes phase portraits. We refer the reader to the look-up tables in Figures A2–A16 in Appendix 6A. For PSR J1022+1001 (Figure 6.5, rows 5–6), the PA swings at 0.61 GHz and 1.414 GHz imply two very different orientations, namely, \((\alpha, i) = (140^\circ, 135^\circ)\) and \((83^\circ, 76^\circ)\) respectively (Stairs et al. 1999). Already, this is worrying, as the orientation of a given pulsar should be unique no matter what altitude the emission comes from. Moreover, neither of these orientations yield Stokes phase portraits which match the data, for any beam or linear polarization pattern. One can verify this easily by examining the phase portraits in the vicinity of \((\alpha, i) = (40^\circ, 50^\circ)\) and \((80^\circ, 70^\circ)\) in Figures A2–A16 in Appendix 6A. For example, for a hollow cone with \( L = I \sin \theta \), at \((80^\circ, 70^\circ)\), there is an asymmetric balloon with two interlocking ovals in \( Q-U \), unlike the heart shape in Figure 6.5. For PSR J1824−2452 (Figure 6.6, fifth row), the rotating vector model predicts \((\alpha, i) = (41^\circ, 81^\circ)\). For a hollow cone, the look-up
tables in Figure A10–A12 show interlocking ovals in the $Q-U$ plane, whereas the data reveal an oval joined to a straight line. Significantly, all these discrepancies are in the shape, not the orientation of the $Q-U$ portrait, which is basis-independent (chapter 5). We comment on J0437−4715 in Section 6.5, where we model it in detail.

### 6.3.3 Emission altitude

We now discuss how the pulse profiles and Stokes phase portraits evolve with frequency for PSR J1022+1001 and PSR J1939+2134, the only EPN MSPs with adequate multi-frequency data.

At 0.41 GHz, PSR J1022+1001 has a double-peaked intensity profile. The first intensity peak is itself double-peaked in terms of its linear polarization, resulting in three $L$ peaks overall. In the phase portraits, the first intensity peak corresponds to the bottom loop of the figure-eight in the $I-Q$ plane and the large balloon in the $I-U$ plane. At 0.61 GHz, the second pulse is stronger than the first. In the $I-U$ plane, the second pulse corresponds to the long, straight tail emerging from the bottom of the balloon.

At 0.61 GHz, PSR J1939+2134 displays a single-peaked interpulse which peaks at $\sim 0.6I_{\text{max}}$. The main pulse is also single-peaked. The two pulses trace out qualitatively similar patterns on the $I-Q$ and $I-U$ plane, namely elongated balloons whose major axes are tilted by $\approx 0^\circ$ and $\approx 20^\circ$ relative to the $Q = 0$ and $U = 0$ axes respectively. At 1.414 GHz, the peak of the interpulse drops to $\sim 0.4I_{\text{max}}$, and the main pulse is double-peaked. There is a dramatic difference in $Q$ for the main pulse: the slope of the major axis of the balloon changes sign, from $dQ/dI < 0$ (0.61 GHz) to $dQ/dI > 0$ (1.414 GHz). The balloons of the main pulse also broaden, while those of the interpulse narrow. The second peak of the main pulse appears in the phase portraits as a kink in the balloons in $I-Q$ and $I-U$.

For all the MSPs, the different ways in which individual peaks evolve with frequency imply that $I$ and $L$ depend on $\theta$ and $\phi$ in a complicated way. The profile components might originate from different emission regions whose magnetic geometries are different functions of $r$. As the aberration and toroidal field increase with $r$, they also distort the path $\mathbf{x}_0(t)$, further complicating $I(t)$ and $L(t)$. 
Figure 6.5: Pulse profiles, Stokes phase portraits and PA swings for PSR J0437−4715 at 1.44 GHz and 4.6 GHz (Manchester & Johnston 1995), PSR J1012+5307 at 0.61 GHz, and PSR J1022+1001 at 0.41 GHz, 0.61 GHz, and 1.414 GHz (Stairs et al. 1999). The data for each pulsar occupy a row in landscape layout. From left to right, the columns show: (1) $I/I_{\text{max}}$ (solid curve) and $L/I_{\text{max}}$ (dashed curve) versus time (in s), (2) the $I$-$Q$ phase portrait, (3) the $I$-$U$ phase portrait, (4) the $Q$-$U$ phase portrait, (5) the PA swing versus time (in s) (data points with $L \geq 0.1L_{\text{max}}$ and $I \geq 0.1I_{\text{max}}$ plotted only). Data are presented courtesy of the EPN online archive.
Figure 6.6: Pulse profiles, Stokes phase portraits and PA swings for PSR J1713+0747 at 0.41 GHz, 0.61 GHz and 1.414 GHz, PSR J1744–1134 at 0.61 GHz, PSR J1824–2452 at 0.61 GHz, and PSR J1911–1114 at 0.41 GHz (Stairs et al. 1999). The data for each pulsar occupy a row in landscape mode. From left to right, the columns show: (1) $I/I_{\text{max}}$ (solid curve) and $L/I_{\text{max}}$ (dashed curve) versus time (in s), (2) the $I$-$Q$ phase portrait, (3) the $I$-$U$ phase portrait, (4) the $Q$-$U$ phase portrait, (5) the PA swing versus time (in s) (data points with $L \geq 0.1L_{\text{max}}$ and $I \geq 0.1I_{\text{max}}$ plotted only). Data are presented courtesy of the EPN online archive.
Figure 6.7: Pulse profiles, Stokes phase portraits and PA swings for PSR J1911−1114 at 0.61 GHz, and PSR J1939+2134 at 0.61 GHz and 1.414 GHz (Stairs et al. 1999). The data for each pulsar occupy a row in landscape mode. From left to right, the columns show: (1) $I/I_{\text{max}}$ (solid curve) and $L/I_{\text{max}}$ (dashed curve) versus time (in s), (2) the $I$-$Q$ phase portrait, (3) the $I$-$U$ phase portrait, (4) the $Q$-$U$ phase portrait, (5) the PA swing versus time (in s) (data points with $L \geq 0.1I_{\text{max}}$ and $I \geq 0.1I_{\text{max}}$ plotted only). Data are presented courtesy of the EPN online archive.
6.4. A DETAILED EXAMPLE OF INTERPULSE EMISSION: PSR J1939+2134

In this section and the next, we model the pulse and linear polarization profiles of PSR J1939+2134 and PSR J0437–4715 in detail and attempt to determine their orientation from their Stokes phase portraits.

We first apply the iterative recipe from chapter 5 to PSR J1939+2134, which has $P = 1.558$ ms and $\dot{P} = 1.051 \times 10^{-19}$ s$^{-1}$ (Kaspi et al. 1994), making it the second-fastest known MSP. Data for this object, at 0.61 GHz and 1.414 GHz, are obtained from the EPN online archive. The data were originally published in Stairs et al. (1999). We choose this object because of its strong interpulse emission. As mentioned in chapter 5, the data published in the EPN are not expressed in the canonical polarization basis described in Section 6.2. Additionally, the emission altitude for this object has not been estimated at either frequency due to the flatness of its PA swing. We are therefore obliged to infer $\beta$ indirectly, from qualitative considerations, in order to bring the data of both frequencies into the canonical basis.

To accomplish this, we make a few general observations, which provide insight into the magnetic geometry and emission pattern. Firstly, we note that the shape of the main pulse changes significantly from an asymmetric single-peaked profile at 0.61 GHz to an asymmetric double-peaked profile at 1.414 GHz. This suggests that the magnetic geometry and possibly the beam pattern change with emission altitude. Both pulse profiles, however, are consistent with hollow cone emission. Secondly, in the main pulse, the linear polarization follows the total intensity closely, suggesting that $L \propto \cos \theta$ is a reasonable approximation. This is also true to a lesser degree in the interpulse.

The stellar surface of this object lies at $0.13 r_{LC}$, placing a lower limit on the emission altitude. If we assume arbitrarily that the data at 0.61 GHz are already in the canonical basis, we find that, at $(\alpha, i) = (20^\circ, 80^\circ)$, the models for both pure and current-modified dipoles exhibit tilted balloons in the $I-U$ and $Q-U$ planes, similar to the data at $r \approx 0.4 r_{LC}$. Unfortunately, without additional information on the absolute orientation of $\Omega_p$, we are limited to this assumption.

Figures 6.8 and 6.9 show the pulse profile, PA swing, and Stokes phase portraits of (a) the main pulse and (b) the interpulse at 0.610 GHz and 1.414 GHz respectively. For the 0.610 GHz case, we assume $\beta = 0$, whereas for the 1.414 GHz case, we align the narrow balloon shape in the $Q-U$ plane of Figure
6.9(a) with that of Figure 6.8(a) by assuming $\beta = 45^\circ$. In the top left panel of each subfigure, we plot $I/I_{\text{max}}$ (solid curve), $L/I_{\text{max}}$ (dashed curve) and the PA swing (dotted curve) wherever $L \geq 0.1L_{\text{max}}$. Stepping clockwise, the next three panels show $I-Q$, $Q-U$ and $I-U$.

We now examine the magnetic geometry, beam pattern, orientation, and emission altitude in more depth in Sections 6.4.1–6.4.4. We find that the model with a hollow cone and $L \propto \cos \theta$ must be generalized by letting $I$ and $L$ vary with $\phi$ in order to fit the data in detail.

### 6.4.1 Magnetic geometry

At 0.61 GHz, the Stokes phase portraits for the main pulse are all narrow balloons. The major axes of the balloons tilt in different directions: we find $dQ/dI < 0$ in the $I-Q$ plane, $dU/dI < 0$ in the $I-U$ plane, and $dU/dQ > 0$ in the $Q-U$ plane. Assuming $\beta = 0$, the tilt of the $Q-U$ phase portrait discounts a pure dipole magnetosphere at a low emission altitude. At larger altitudes where aberration is important, e.g. at $r = 0.1 r_{\text{LC}}$, the pure and current-modified dipoles produce phase portraits that are similar enough at some orientations to warrant considering both cases.

We now seek a match from the look-up tables for a hollow cone with $L = I \cos \theta$ (Figures A10–A12), keeping in mind that we are interested in orientations which provide an interpulse ($\alpha$ or $i \gtrsim 70^\circ$). We find that, at $(\alpha, i) = (20^\circ, 80^\circ)$, the phase portraits for $I-Q$ and $I-U$ match approximately the balloons in the data, although the sign of $U$ is reversed (this choice of orientation is justified in Section 6.4.2).

### 6.4.2 Orientation $(\alpha, i)$

Finding the exact orientation is an iterative process, requiring the beam and polarization patterns to be adjusted at each step; see Sections 5.6 and 5.7 for examples. Initially, we seek a match to the data at 0.61 GHz (Figure 6.8). The interpulse is extremely useful in narrowing the range of possible orientations to $70^\circ \lesssim \alpha, i \lesssim 90^\circ$. As the interpulse is weaker than the main pulse, we know that $\alpha$ and $i$ are less than $90^\circ$. From Figures A10–A12, there are two orientations with similar balloons in all three phase portraits, namely $(\alpha, i) = (20^\circ, 80^\circ)$. The phase portraits for a pure dipole at $(\alpha, i) = (20^\circ, 80^\circ)$ are also similar.

Before zooming in to refine the grid around $(\alpha, i) = (20^\circ, 80^\circ)$, we experiment with various emission altitudes while tailoring the pattern to fit the data.
6.4. A DETAILED EXAMPLE OF INTERPULSE EMISSION:
PSR J1939+2134

Figure 6.8: Polarimetry of (a) the main pulse and (b) the interpulse of PSR J1939+2134 at 0.61 GHz (Stairs et al. 1999). Each subfigure shows (clockwise from top left panel): (i) $I/I_{\text{max}}$ (lower subpanel, solid curve) and $L/I_{\text{max}}$ (lower subpanel, dashed curve) profiles and PA swing (upper subpanel, dotted curve, in rad) versus pulse phase (in degrees); (ii) $I-Q$ phase portrait; (iii) $Q-U$ phase portrait; (iv) $I-U$ phase portrait. Data are presented courtesy of the EPN.
FIGURE 6.9: As for Figure 6.8 but at 1.414 GHz (Stairs et al. 1999). Data are presented courtesy of the EPN.
In Section 6.4.3, we construct beam and linear polarization patterns at the 0.4\(r/r_{LC}\) for the data at 0.61 GHz.

### 6.4.3 Beam and polarization patterns

Both the main pulse and interpulse at 0.61 GHz are single-peaked and skewed to the left. The interpulse peaks at \(\approx 0.6I_{\text{max}}\). To capture this behaviour, we model the emission region as two hollow cones whose brightness varies longitudinally, i.e. the cones are shaped like horseshoes in cross-section. The best-fit beam pattern is given empirically by

\[
I(\theta, \phi) = (2\pi \sigma_1)^{-1/2} \left[ 0.8 + |\sin(\phi - 1.05)| \right] \\
\times \exp \left[ -0.5(\theta - \rho_1)^2/\sigma_1^2 \right] \\
+ 0.23(2\pi \sigma_2)^{-1/2} \left[ 0.4 + |\sin(\phi - 1.65)| \right] \\
\times \exp \left[ -0.5(\theta - \pi + \rho_2)^2/\sigma_2^2 \right],
\]

(6.9)

where \(\sigma_1 = 3^\circ\) and \(\sigma_2 = 3.5^\circ\) are the widths of the main pulse and interpulse respectively, and \(\rho_1 = 23^\circ\) and \(\rho_2 = 35^\circ\) are the corresponding opening angles. The modelled pulses are \(\approx 3\) times wider than the data as a result of the resolution of our numerical grid.

Asymmetric emission regions are consistent with the patchy beam model introduced to explain asymmetric pulse profiles (Lyne & Manchester 1988) and with theoretical models of pulsar magnetospheres like the slot gap (Arons 1983). There are several successful precedents for pulse models with horseshoe beams, e.g. the empirical models proposed by Karastergiou & Johnston (2007), and the model for PSR J0304+1932 in Section 5.7.

The linear polarization profiles of the main pulse and interpulse at 0.61 GHz look surprisingly different, naively suggesting a north-south asymmetry. In the main pulse, \(L\) follows the pulse profile closely, lagging the pulse centroid in phase by \(\approx 4.5^\circ\), peaking at \(\approx 0.8I_{\text{max}}\). In the interpulse, \(L\) is extremely low, peaking at \(\approx 0.1I_{\text{max}}\), and appears to be triple-peaked. Despite the apparent difference in the profiles, we are able to reproduce them surprisingly well using the same model, given by

\[
L(\theta, \phi) = |\cos \theta \sin(\phi + 0.92)|
\]

(6.11)

without invoking a north-south asymmetry. As expected, however, (6.11) reproduces the \(L\) profile of the main pulse more accurately than that of the
interpulse. We emphasize that (6.10) and (6.11) are certainly not unique and
do not fit the data exactly, but they are adequate for the empirical task at
hand.

Adopting (6.10) and (6.11), we generate zoomed-in look-up tables for both
pure and current-modified dipoles, in the range $14^\circ \leq \alpha \leq 24^\circ$, $76^\circ \leq i \leq 84^\circ$, with a resolution of $2^\circ$. We find the closest match is for a current-modified
dipole at $(\alpha, i) = (22^\circ, 80^\circ)$, with a ‘by eye’ uncertainty of $\pm 2^\circ$ for $\alpha$ and $\pm 1^\circ$
for $i$ (we use ‘by eye’ in the same sense as in Sections 5.6 and 5.7). This margin
would widen if $I(\theta, \phi)$ and $L(\theta, \phi)$ were adjusted for each orientation.

In Figure 6.10, we plot the pulse profile, PA swing and Stokes phase portraits
of the model at $r = 0.4r_{LC}$ and $(\alpha, i) = (22^\circ, 80^\circ)$. The jaggedness of the pulse
profiles is the result of our grid resolution. The Stokes phase portraits of the
main pulse [Figure 6.10(a)] match the data in Figure 6.8(a) reasonably well.
In the data, the $I-Q$ balloon ranges from $-0.5 \lesssim Q \lesssim 0$, whereas in the model
it is thinner, but has the same range. The $I-U$ balloon in the data ranges from
$-0.6 \lesssim U \lesssim 0$, whereas in the model it ranges from $-0.45 \lesssim U \lesssim 0$. The
PA swing from the data is flat, but has a slight negative gradient, whereas the
model shows a flat swing with a slight positive gradient. For the interpulse,
there is poorer agreement in $L$. However, the tilted balloon in $I-Q$ from the
data [Figure 6.8(b)] is reproduced well in Figure 6.10(b), including the kink
seen at $(I, Q) \approx (0.2, -0.03)$. In the $I-U$ plane, the data shows a tilted balloon,
with a strong kink at $(I, U) \approx (0.2, -0.02)$. Our model shows a broad hockey
stick instead. At a stretch, it can be argued that the balloon with the kink
resembles the hockey stick qualitatively\(^3\), but the main difference is that, in
the data, $U$ covers the range $-0.07 \lesssim U \lesssim 0.05$, whereas in the model, we
have $-0.1 \lesssim U \lesssim 0$. We note that if the upper half of the hockey stick was
reflected about $U = 0$, we would obtain a more accurate match. In the $Q-U$
plane, the tilted oval seen in the data is reproduced in the model, but with a
different range covered in $U$. The modelled PA swing is flat with a negative
gradient, and lacks the phase-wrapping seen in the data.

6.4.4 Emission altitude

According to the standard radius-to-frequency mapping, the observation fre-
quency scales with emission radius as $r^{-3/2}$. If the data at 0.61 GHz correspond
to $r = 0.4r_{LC}$, then 1.414 GHz corresponds to $r = 0.22r_{LC}$. Figures 6.11–6.12
show the pulse profiles, PA swing and Stokes phase portraits for both pulses, for

\(^3\)It can also be argued that the $I-U$ data resemble a map of the Australian continent.
6.4. A DETAILED EXAMPLE OF INTERPULSE EMISSION:

PSR J1939+2134

Figure 6.10: Theoretical polarization model of (a) the main pulse and (b) the interpulse of PSR J1939+2134 for a current-modified dipole emitting at $r = 0.4r_{LC}$, with orientation $(\alpha, i) = (22^\circ, 80^\circ)$, beam pattern given by (6.10), and linear polarization given by (6.11). Each subfigure shows (clockwise from top left panel): (i) $I/I_{\text{max}}$ (lower subpanel, solid curve) and $L/I_{\text{max}}$ (lower subpanel, dashed curve) profiles and PA swing (upper subpanel, dotted curve, in rad) versus pulse phase (in degrees); (ii) $I-Q$ phase portrait; (iii) $Q-U$ phase portrait; (iv) $I-U$ phase portrait.
emission altitudes ranging from \( r = 0.21r_{\text{LC}} \) to \( 0.35r_{\text{LC}} \). The relative strengths of the pulses change with emission altitude. We label them Pulse 1 (Figure 6.11), corresponding to the main pulse in the data, and Pulse 2 (Figure 6.12), corresponding to the interpulse in the data.

The theoretical pulse profile and phase portraits at \( r = 0.22r_{\text{LC}} \) (Figures 6.11–6.12, top row) display some interesting features. First, the main pulse and interpulse have roughly the correct shapes, but swap positions in phase, i.e. the hollow cone which emits the main pulse at \( r = 0.4r_{\text{LC}} \) emits the interpulse at \( r = 0.22r_{\text{LC}} \), and vice versa. Upon inspection, it is likely that the same is true in the data. The triple-peaked linear polarization profile seen in Figure 6.8(b) is also present in Figure 6.9(a), although the first component in \( L \) is much weaker than the second and third at 1.414 GHz. Additionally, the kinks seen in the \( I-Q \) and \( I-U \) planes of Figure 6.8(b) are seen in Figure 6.9(a). In the data, the interpulse peaks at \( \approx 0.5I_{\text{max}} \), compared to \( \approx 0.35I_{\text{max}} \) in the model at \( r = 0.28r_{\text{LC}} \).

Second, the linear polarization profile and phase portraits at \( r = 0.22r_{\text{LC}} \) do not reproduce the data very well. The linear polarization of the main pulse (Pulse 1; Figure 6.11, top row) is \( \approx 50\% \) weaker than observed [Figure 6.9(a)]. Also, in the simulated profile, the third \( L \) peak in the main pulse is comparable to the second peak, while in the data it is weaker. In the simulated \( I-Q \) plane of the main pulse, we see a distorted hockey-stick instead of the expected balloon. In the simulated \( I-U \) plane of the main pulse, there is a reasonable match to the balloon in the data. The kink seen in the data at \( (I, U) \approx (0.4, -0.1) \) is reproduced at \( (I, U) \approx (0.6, -0.25) \) in the model. In the \( Q-U \) plane, the data trace out a straight line with \( dU/dQ > 0 \). Unsurprisingly, the discrepancies in the other two phase portraits lead to a mismatch in \( Q-U \), where the simulated phase portrait shows a heart shape instead. For the interpulse (Pulse 2; Figure 6.12, top row) the linear polarization is \( \approx 2 \) times stronger than observed [Figure 6.9(b)]. The simulated and observed balloons in the \( I-Q \) and \( I-U \) planes are rotated by 90° clockwise with respect to the data, whereas the \( Q-U \) balloon is rotated by 180°.

As the emission altitude increases from \( r = 0.22r_{\text{LC}} \) to \( r = 0.35r_{\text{LC}} \), the phase portraits of the main pulse (Pulse 1; Figure 6.11) change significantly. In the \( I-Q \) plane, the hockey stick widens into a balloon with a kink at \( (I, Q) \approx (0.4, -0.05) \), and the shapes rotate clockwise about \( (I, Q) = (0, 0) \). At \( r = 0.35r_{\text{LC}} \), the balloon in the \( I-U \) plane starts to resemble the hockey stick seen in Figure 6.10(b). In \( Q-U \), the heart shape rotates counter-clockwise and narrows into a balloon with a kink at \( (Q, U) = (-0.06, -0.14) \) at \( r = 0.35r_{\text{LC}} \). We note
that the simulated data for Pulse 1 at $0.35r_{\text{LC}}$ appears to be a better match to the 1.414 GHz data. In the interpulse (Pulse 2; Figure 6.12), the changes are less marked. The $I$-$Q$ balloon narrows and lengthens in $Q$, and the $Q$-$U$ balloon narrows.

From Figures 6.11–6.12, we draw the following conclusions. (i) Although the simple model given by (6.10) and (6.11) models the 0.61 GHz data reasonably successfully, it fails for the data at 1.414 GHz. However, the observed pulse profiles and Stokes phase portraits suggest that the emission region of the main pulse at 0.61 GHz corresponds to that of the interpulse at 1.414 GHz, and vice versa. Additionally, the emission pattern may change with radius. (ii) The discrepancies between the data and the phase portraits at $r = 0.22r_{\text{LC}}$ (the altitude predicted by the radius-to-frequency mapping) indicate that the toroidal field may not increase monotonically with $r$. We note that the phase portraits at $r = 0.35r_{\text{LC}}$ provide a better match for the main pulse, which indicates that the emission does not strictly obey radius-to-frequency mapping. However, the phase portraits for the interpulse are still a poor match at this altitude. (iii) It is possible that the data has a different value of $\beta$ at 1.414 GHz than the one we assume, which would introduce a rotation in the $Q$-$U$ plane, and shape changes in the $I$-$Q$ and $I$-$U$. The fact that the modelled phase portraits rotate generically with emission altitude suggests that the $Q$-$U$ planes of the 0.610 GHz and 1.414 GHz data do not necessarily align.

6.5 A detailed multi-peaked example: PSR J0437–4715

We now repeat the procedure in Sections 5.6, 5.7, and 6.4 for PSR J0437–4715. This object has $P = 5.758$ ms and $\dot{P} = 5.729 \times 10^{-20}$ s s$^{-1}$ (Bell et al. 1997). It was chosen because it exhibits five distinct peaks in its pulse profile, clearly visible at 1.44 GHz, and a highly structured PA swing. There is no interpulse observed in this object. Unlike the other objects considered in this chapter and chapter 5, we find that PSR J0437–4715 cannot be modelled by either a pure or a current-modified dipole field, even if a multiple-peaked beam pattern is constructed empirically to fit the $I(t)$ data exactly. Indeed, the enhanced diagnostic power of the Stokes phase portraits points persuasively to the existence of a strong quadrupole and higher-order multipoles at the radio emission altitude. In this respect, PSR J0437–4715 is an excellent candidate for more detailed Stokes tomography studies in the future. In this section, we re-
Figure 6.11: Theoretical polarization model of Pulse 1 of PSR J1939+2134 as a function of emission altitude, for a current-modified dipole with $(\alpha, i) = (22^\circ, 80^\circ)$. In landscape mode, the plots for each emission altitude occupy rows, increasing from $r = 0.22r_{LC}$ (top row) to $r = 0.35r_{LC}$ (bottom row). From left to right, the columns show (1) $I/I_{\text{max}}$ (solid curve) and $L/I_{\text{max}}$ (dashed curve) versus pulse phase $l$ (in units of degrees), (2) $I-Q$ phase portrait, (3) $I-U$ phase portrait, (4) $Q-U$ phase portrait, and (5) the PA swing (in rad; data points with $L \geq 0.1I_{\text{max}}$ plotted only).
Figure 6.12: As for Figure 6.11 but for Pulse 2 of PSR J1939+2134.
strict ourselves to presenting the argument that the pure and current-modified dipoles categorically fail to match the data for the polarization models that work well for the other objects studied in this chapter and chapter 5.

Data for PSR J0437−4715, at 1.44 GHz and 4.6 GHz, are obtained from the EPN online archive. The data were originally published by Manchester & Johnston (1995). Figure 6.13 presents the pulse profile, phase portraits, and PA swing (in rad) at 1.4 GHz. The top left panel shows \( I/I_{\text{max}} \) (solid curve), \( L/I_{\text{max}} \) (dashed curve) and the PA swing (dotted curve, at longitudes where \( L \geq 0.1 L_{\text{max}} \)). Stepping clockwise, the next three panels show \( I-Q \), \( I-U \) and \( Q-U \).

As with PSR 1939+2134, we assume that the data obtained from the EPN are presented in the canonical polarization basis at one reference frequency, chosen here to be 1.44 GHz. The stellar surface is at \( r = 0.036 r_{\text{LC}} \), providing a lower limit on the emission altitude. The pulse profile has five components, labelled A–E in Figure 6.13, two on either side of the largest peak (C). Each component in the pulse profile corresponds to a distinct sub-pattern in the Stokes phase portraits. In the \( I-Q \) plane, peaks A and B correspond to the two small loops at \( Q > 0 \), peak C is the large figure-eight, and peaks D and E
correspond to the loop at $Q < 0$. In the $I-U$ plane, peaks A and B correspond to the kinks at $U < 0$, peak C is the large balloon, and peaks D and E correspond to the kink at $U > 0$. The $U-Q$ plane is complicated, forming a rough X-shape, with one diagonal having $dU/dQ > 0$ (we call this diagonal 1), and the other having $dU/dQ < 0$ (diagonal 2). Diagonal 1 corresponds to peak C. In diagonal 2, peaks A and B occupy the $Q > 0$ region, whereas peaks D and E occupy the $Q < 0$ region.

The linear polarization within peak C is double-peaked. This kind of structure is common and is best modelled by a filled core beam with $L = I \sin \theta$, as demonstrated for several objects in chapter 5. The phase separation of the peaks suggests that A, B, D, and E originate from two hollow cones centred on the same axis (peak C). Peak pairs B/C and C/D are separated by $\approx 0.7$ rad and $\approx 0.9$ rad respectively, while A/C and C/E are both separated by $\approx 1.2$ rad. We confirm a posteriori that $\alpha$ and $i$ lie in ranges where interpulse emission does not contribute significantly.

6.5.1 Magnetic geometry

In order to determine the magnetic geometry, we search the look-up tables for a good match involving a filled core and a hollow cone beam. We assume $L = I \sin \theta$ because of the double-peaked $L$ profile in peak C. The phase portraits for the filled core should match the large patterns corresponding to peak C, while the phase portraits for the hollow cone should match the smaller patterns. We do not expect perfect matches due to the complex beam and polarization patterns. At a minimum, however, we seek an approximate match for the rough figure-eight that forms diagonal 1 in the $Q-U$ plane, the figure-eight in $I-Q$ and the balloon in $I-U$.

The pure dipole look-up tables at $r = 0.1 r_{LC}$ do not feature figure-eight shapes in the $I-Q$ plane for any orientation. For $\alpha < i$, there are balloons in $I-U$, and heart shapes in $Q-U$.

For the current-modified dipole (Figures A6–A8), the closest match is at $(\alpha, i) = (30^\circ, 30^\circ)$ (see Section 6.5.2 for a detailed justification). For a filled core, there are asymmetric figure-eights in the $Q-U$ and $I-U$ planes (Figures A6–A8), and a broad oval in $I-Q$ (Figure A6). The hollow cone phase portraits at this orientation feature asymmetric mosquitoes in $I-Q$ and $I-U$ (Figure A14–A15) and an asymmetric heart shape in $Q-U$ (Figure A16). At this stage, we cannot confidently discount either magnetic configuration, as the Stokes portraits can change when the filled core and hollow cones are combined. This
issue is examined thoroughly in Sections 6.5.3–6.5.4.

6.5.2 Orientation

In this section, we justify \((\alpha, i) = (30^\circ, 30^\circ)\) as the best matching orientation. As PSR J0437–4715 does not have an observed interpulse, we rule out all orientations with \(\alpha \geq 80^\circ, i \geq 80^\circ\). We also rule out orientations with \(i > \alpha\) because the associated phase portraits look nothing like the data. For example, for a filled core, Figures A6–A8 contain balloons in \(I-Q\), narrow, tilted balloons and straight lines in \(I-U\), and ovals in \(U-Q\). None of these patterns appear in the data in Figure 6.13. The \(Q-U\) discrepancy is especially significant as the shape of the \(Q-U\) portrait is basis-independent.

We reiterate that the complex multiple-peaked beam and polarization patterns complicate the matching process. Some orientations must be tested with beam patterns tailored to fit the data, as described in Section 6.5.3, before being ruled out. For \((\alpha, i) = (30^\circ, 30^\circ)\), the appropriate beam pattern is a filled core surrounded by two hollow cones. The resulting phase portraits show distorted, tilted balloons in both \(I-Q\) and \(I-U\). These shapes resemble roughly the data in Figure 6.13, although there are large discrepancies too, chiefly that the figure-eight in \(I-Q\) is missing, and that \(I-U\) is not symmetric about \(U = 0\). In Sections 6.5.3 and 6.5.4, we construct detailed beam and linear polarization models in an attempt to improve the fits.

6.5.3 Beam pattern

In fitting the complex pulse profile of PSR J0437–4715 at 1.44 GHz, Gangadhara & Thomas (2008) identified 11 Gaussian components. They proposed that the beam pattern comprises five nested cones at different altitudes centred on the filled core, and that the altitudes range from \(0.07r_{\text{LC}}–0.3r_{\text{LC}}\).

We consider a simpler model and focus on one fixed altitude. We model the pulse profile empirically with a filled core, \(I_1(\theta, \phi)\) (peak C), surrounded by two hollow cones, \(I_2(\theta, \phi)\) (peaks B and D) and \(I_3(\theta, \phi)\) (peaks A and E). The
intensity maps take the *empirical* form

\[
I_1(\theta, \phi) = (2\pi \sigma_1^2)^{-1/2} \left\{ \exp \left[ -\theta^2 / (2\sigma_1^2) \right] + \exp \left[ -(\theta - \pi)^2 / (2\sigma_1^2) \right] \right\}, \tag{6.12}
\]

\[
I_2(\theta, \phi) = \beta_2(\phi) (2\pi \sigma_2^2)^{-1/2} \left\{ \exp \left[ -(\theta - \rho_2)^2 / (2\sigma_2^2) \right] + \exp \left[ -(\theta - \pi + \rho_2)^2 / (2\sigma_2^2) \right] \right\}, \tag{6.13}
\]

\[
I_3(\theta, \phi) = \beta_3(\phi) (2\pi \sigma_3^2)^{-1/2} \left\{ \exp \left[ -(\theta - \rho_3)^2 / (2\sigma_3^2) \right] + \exp \left[ -(\theta - \pi + \rho_3)^2 / (2\sigma_3^2) \right] \right\}, \tag{6.14}
\]

where \(\sigma_1 = 6.5^\circ\), \(\sigma_2 = 2.5^\circ\) and \(\sigma_3 = 2^\circ\) are the beam widths of the core and cones, \(\rho_2 = 18^\circ\) and \(\rho_3 = 26^\circ\) are the opening angles of the two cones, and \(\beta_2(\phi)\) and \(\beta_3(\phi)\) are functions describing the longitudinal structure of the two cones, given empirically by

\[
\beta_2(\phi) = 0.06|\cos(0.3\phi)|, \tag{6.15}
\]

\[
\beta_3(\phi) = 0.06|\cos(0.75\phi)|. \tag{6.16}
\]

As in Section 6.4, the cones are shaped like horseshoes. Given (6.12)–(6.14), we also find that the linear polarization pattern is fitted empirically by

\[
L(\theta, \phi) = (3\theta)^{-1} \sin(\theta - 0.026) - 0.07|\cos(0.75\phi)| \\
\times (2\pi \sigma_2^2)^{-1/2} \exp \left[ -(\theta - \rho_2)^2 / (2\sigma_2^2) \right]. \tag{6.17}
\]

We emphasize that equations (6.12)–(6.17) are not unique fits, nor do they produce perfect agreement with the data. In particular, the data show that the B/C peaks are closer to each other than C/D, yet we are unable to reproduce this with a reasonably simple model. Our modelled peaks are equidistant. We also artificially double the width of peak C in order to accommodate the resolution of the numerical grid. The models are sensitive to the pulsar’s orientation. Every time we vary \(\alpha\) or \(i\) around \((30^\circ, 30^\circ)\), we must adjust the coefficients in (6.12)–(6.17). We find that the closest match to the data, although poor, is achieved at \((\alpha, i) = (32^\circ, 26^\circ)\). Due to the poor fit, we do not assign uncertainties to this orientation. The difficulty in achieving a good match may well be telling us that the underlying magnetic geometry is not a current-modified dipole.
6.5.4 Decomposed phase portraits

We now demonstrate how the Stokes phase portraits change as we add $I_2$ and $I_3$ to the filled core $I_1$. Figure 6.14 shows the pulse profile, PA swing, and phase portraits for $I_1$, $I_1 + I_2$, and $I_1 + I_2 + I_3$ respectively at an emission altitude of $r = 0.1 r_{LC}$.

For just the filled core (Figure 6.14, top row), corresponding to peak C in the data, there is a figure eight in $I-Q$, a upside-down hockey stick in $I-U$, and two interlocking ovals in $Q-U$. Aside from the obvious dissimilarity with the balloon shape seen in the data in $I-U$, the interlocking ovals in $Q-U$ do not resemble diagonal 1 in the data, irrespective of the orientation. The figure-eight in $I-Q$ is an approximate match to the data.

For the filled core and one hollow cone (Figure 6.14, middle row), i.e. peaks B, C and D in the data, the conal components broaden the figure eight in $I-Q$ in the region $I \lesssim 0.2$ and introduce a kink at $(I, Q) \approx (0.2, -0.03)$. In the $I-U$ plane, kinks are also predicted to occur at $I \lesssim 0.2$. The data also contains kinks in this region. In the $Q-U$ plane, there is another kink near $(Q, U) \approx (0, 0)$, though the model is still a poor match to the data.

The addition of the second hollow cone in Figure 6.14 (third row) completes the beam pattern. Still, the overall shapes of the phase portraits do not match the data. The second cone appears as an extra kink in $I-Q$ and $I-U$ in the region $I \lesssim 0.15$. In $Q-U$, the interlocking ovals shift so to form a third, tilted oval in the centre. At a stretch, it might be said that this third oval corresponds to one diagonal of an X-shape while the two interlocking ovals correspond to another. However, we note that if the data are rotated so that the diagonals in the $Q-U$ plane lines up with the interlocking ovals in the model (i.e. $\beta \approx 60^\circ$), we still obtain poor matches in the $I-Q$ and $I-U$ planes. Adjusting the emission altitude does not improve the fit.

For completeness, in Figure 6.15, we present the pulse profile, PA swing, and phase portraits for a filled core with two hollow cones for a pure dipole field at the same orientation and altitude. The phase portraits are a poorer match to the data than the current-modified dipole. The $I-Q$ plane features a tilted, asymmetric balloon, whereas the $I-U$ plane features an asymmetric figure-eight. In the $Q-U$ plane, there is a distorted oval surrounded by a tilted heart shape. Again, the basis-independent $Q-U$ shape does not resemble the data at all. The kinks seen in the phase portraits of the current-modified dipole also appear in the pure dipole.

We note that, for both the pure and current-modified dipoles, the theoretical...
PA swings are smooth and relatively flat and do not contain any of the kinks seen in the data. Attempts to rotate the $Q-U$ data to yield a better fit, i.e. testing several values of $\beta$, are unsuccessful. For example, for $\beta = 150^\circ$, in the $Q-U$ plane, diagonal 1 aligns with the large, interlocking ovals in the model while diagonal 2 aligns with the smaller, third oval. However the $I-Q$ plane now features a large balloon symmetric about $Q = 0$, and the $I-U$ plane features a broad, tilted balloon, neither of which is a good match to the data.

We conclude that we are unable to fit the Stokes phase portraits for PSR J0437$-$4715 satisfactorily using a pure or current-modified dipole and the empirical models for the beam and linear polarization patterns which work well in other pulsars, e.g. in chapter 5. There are several possible reasons for this. (i) The beam and polarization patterns might be very different, e.g. two highly asymmetric, nested cones. This would mean that our estimates of $\alpha, i, I(t)$ and $L(t)$ are inaccurate. (ii) If the observed emission does indeed originate from multiple altitudes (Gangadhara & Thomas 2008), we would be unable to reproduce the Stokes phase portraits even if our estimates for $\alpha, i, I(t)$ and $L(t)$ are correct. (iii) The magnetic field in the emission region is neither a pure nor a current-modified dipole.

6.6 Conclusion

In this chapter, we generalize the Stokes tomography technique introduced in chapter 5 by adding interpulse emission. In Section 6.3, we present the Stokes phase portraits of 15 MSPs from the EPN online archive. By comparing the data to the generalized look-up tables for a current-modified dipole in Appendix 6A, we are able to infer approximately the geometric orientations for five of the MSPs. This is an improvement on the PA swing and rotating vector model, which yield orientations for only two of the objects — orientations which, it transpires, are inconsistent with the observed Stokes phase portraits. In Section 6.4, we model PSR J1939$+$2134 in detail, obtaining a match for the data at 0.61 GHz with a current-modified dipole for $(\alpha, i) = (22 \pm 2^\circ, 80 \pm 1^\circ)$ and $r = 0.4 r_{LC}$. However, we are unable to reproduce the data at 1.414 GHz for the same orientation at altitudes in the range $0.22 r_{LC} \leq r \leq 0.35 r_{LC}$. In Section 6.5, we repeat the process with PSR J0437$-$4715. At 1.44 GHz, the closest-matching orientation, $(\alpha, i) = (32^\circ, 26^\circ)$ with $r = 0.1 r_{LC}$, does not reproduce the data satisfactorily.

The results from Sections 6.4 and 6.5 indicate that, while pure or current-
Figure 6.14: Bottom-up, component-wise assembly of theoretical polarization models for PSR J0437–4715 for a current-modified dipole emitting at \( r = 0.1r_{\text{LC}} \) with \((\alpha, i) = (32^\circ, 26^\circ)\). In landscape orientation, from top to bottom, we plot the following beam patterns: (a) peak C, filled core, equation (6.12); (b) peaks B–D, filled core plus hollow cone, equations (6.12) and (6.13), and (c) peaks A–E, filled core plus two hollow cones, equations (6.12), (6.13) and (6.14). Linear polarization in all three rows is given by (6.17). From left to right, the columns contain (1) \( I/I_{\text{max}} \) (solid curve) and \( L/I_{\text{max}} \) (dashed curve) profiles, plotted against pulse phase (in units of degrees); (2) \( I-Q \) phase portrait; (3) \( I-U \) phase portrait; (4) \( Q-U \) phase portrait, and (5) PA swing (dotted curve, in rad).
6.6. CONCLUSION

Figure 6.15: Theoretical polarization model of PSR J0437−4715 for a pure dipole emitting at $r = 0.1r_{LC}$ with $(\alpha, i) = (32^\circ, 26^\circ)$, beam pattern given by (6.12), (6.13) and (6.14), and linear polarization given by (6.17). Clockwise from top left panel: (a) $I/I_{\text{max}}$ (lower subpanel, solid curve) and $L$ (lower subpanel, dashed curve) profiles, and PA swing (upper subpanel, dotted curve, in rad) all plotted against pulse phase (in units of degrees) (b) $I$-$Q$ phase portrait; (c) $Q$-$U$ phase portrait; (d) $I$-$U$ phase portrait.
modified dipoles are an effective model for non-recycled pulsars (chapter 5),
MSPs are likely to have more complicated magnetic geometries. This is not
surprising, as the accretion process can significantly distort a pulsar’s magnetic
magnetic configurations include a surface quadrupole (Lai et al. 1999; Long
et al. 2008), a force-free field (Spitkovsky 2006; Bai & Spitkovsky 2009a), a
vacuum-like field (Melatos 1997), or a field distorted by the formation of a
polar magnetic mountain (Payne & Melatos 2004; Vigelius & Melatos 2008).

We emphasize the utility of the Stokes phase portraits as a diagnostic tool for
MSPs, as the degeneracy of the PA swing is especially ambiguous when dealing
with non-dipolar fields. Future work will focus on the role played by circu-
lar polarization in Stokes tomography, the longitudinal structure of vacuum
and force-free magnetospheres, and the polarization signatures of magnetic
mountains. These topics will be the subject of companion papers.
7 Conclusion

7.1 Multimessenger studies of neutron stars

The work presented in this thesis utilizes radio, X-ray, and gravitational wave emission from neutron stars to determine the fundamental properties of these objects, which cannot be directly measured. In Table 1.1 in the introduction, we illustrate how different forms of radiation (electromagnetic or gravitational) can be used to infer the ellipticities, spin histories, orientations, and magnetic field strengths and geometries of neutron stars. This thesis contains three independent projects, each focusing on one emission type or wavelength. (1) From X-ray timing analysis, we place upper limits on the ellipticity of the AMSP XTE J1814–338. (2) We develop and implement a new search method for continuous gravitational waves, which will be used to place limits on the ellipticity and magnetic field strength of the putative neutron star in the supernova remnant SNR 1987A. (3) We introduce the technique of Stokes tomography, which can be used to constrain the magnetic field geometry and orientation of millisecond and slowly-rotating radio pulsars.

In this chapter, we summarise the results of the three projects: X-ray timing (Section 7.2), the cross-correlation search for periodic gravitational waves (Section 7.3), and radio polarimetry (Section 7.4). We also discuss how the results lead on to future work and new directions within the multimessenger theme.

7.2 X-ray light curves and precession

In Chapter 2, we analyse 37 days of X-ray timing data from the AMSP XTE J1814–338 in outburst. The data display clear, correlated 12.2-day modulations in the flux and pulse times-of-arrival, which are possibly (although not necessarily) a trait of a freely precessing pulsar. We model a precessing pulsar and compare the simulated flux and phase residuals to the data for a range of magnetic and observer inclination angles, considering surface emission maps.
of one and two antipodal, circular hotspots. We find that the observed phase relation between the flux, pulse amplitudes, and phase residuals is only reproducible for an unlikely range of inclination angles ($< 0.1^\circ$). There are two possible interpretations of this result. If the modulations are indeed due to precession, our model inaccurately describes the shape of the hotspot. However, we are still able to place a model-independent upper limit of $3.0 \times 10^{-9}$ on the ellipticity. If the modulations are not due to precession, the upper limit on the ellipticity is then $\lesssim 9.9 \times 10^{-10}$.

From these limits, we can infer the following about XTE J1814−338:

- Its ellipticity is not large enough to warrant invoking any exotic equations of state. Ellipticities of order $10^{-4}$ are thought to be sustainable only by solid strange quark stars, whereas quark-baryon or meson-condensate stars may sustain $\epsilon \lesssim 10^{-5}$ and conventional neutron stars may sustain $\epsilon \lesssim 10^{-7}$ (Owen 2005).

- Assuming the pulsar’s magnetic field strength is $\sim 10^9$ G (Psaltis & Chakrabarty 1999; Rappaport et al. 2004), and that the ellipticity is $\sim 10^{-9}$, the gravitational radiation torque is $\sim 3 \times 10^{-3}$ times smaller than the electromagnetic torque.

- Applying equation (2.4) from Cutler (2002), an ellipticity of $10^{-9}$ implies an internal toroidal magnetic field of $10^{12}$ G, consistent with the range expected for LMXBs.

To date, only one outburst has been observed from XTE J1814−338. If the star is precessing, the same modulations would appear in a future outburst. More sophisticated surface intensity maps may reproduce the data more accurately and provide clearer insight into how the accretion flow is channeled onto the surface for this particular source. If, instead, future outbursts lack the modulations, we can rule out precession, and conclude that the modulations observed in 2003 were caused by another transitory mechanism. An additional, independent upper limit on the ellipticity can also be placed by measuring the spin-down in between outbursts. Assuming that the spin-down in quiescence is dominated by gravitational wave emission, the star’s ellipticity can be estimated by applying equations (3.18) and (3.19). For example, SAX J1808.4−3658 spins down at a rate of $-5.5 \times 10^{-18}$ Hz s$^{-1}$ (Hartman et al. 2009a), implying an ellipticity of $5.6 \times 10^{-10}$.

It is likely that the complex accretion flow changes the size and position of the hotspot, as shown by e.g. Long et al. (2008) and Vigelius & Melatos
(2008). One possible extension to this project is the inclusion of a time-
dependent hotspot model, to account for such variability. Additionally, it
is important to include effects of internal dissipation mechanisms, such as cou-
pling between the crust and core (Jones & Andersson 2001) and superfluid
instabilities (Glampedakis et al. 2009), which damp precession.

### 7.3 Gravitational waves and ellipticity

Chapters 3 and 4 describe the design and implementation of a cross-correlation
search for continuous gravitational waves. The search was developed in col-
laboration with LIGO, and will be used to search for a neutron star in the
supernova remnant SNR 1987A. In Chapter 3, we estimate the theoretical
sensitivity of the search and introduce an astrophysical model to track the
gravitational wave phase in terms of the ellipticity and magnetic field strength
of a rapidly decelerating, isolated neutron star. We emphasize that in using
the astrophysical model, we aim to exclude the simplest astrophysical model
while recognizing it covers only a small fraction of the total parameter space.
We calculate the semi-coherent phase metric used to determine the optimal
spacing of search parameters. For a 2-week search on a 1000-node comput-
ing cluster, at LIGO’s S5 sensitivity, the search will be sensitive to magnetic
field strengths $B \lesssim 10^{11} \text{G}$ and ellipticities $\epsilon \gtrsim 10^{-4}$. In Chapter 4, we de-
scribe the implementation of the search within the LAL/LALApps software
suite used by the LSC. We present results of Monte Carlo testing to verify the
output of the code. We confirm that the distribution of the detection statistic
matches theoretical predictions for pure Gaussian noise and for an injected sig-
nal. Detection thresholds and preliminary sensitivity estimates are obtained
for signals without spin down. For a search using $10^3$ templates, 95% con-
fidence limits on the smallest detectable gravitational wave signal, $h_0^{95\%}$, are
$4.97 \times 10^{-25}$, $6.92 \times 10^{-25}$, and $1.41 \times 10^{-24}$ at frequencies of 150 Hz, 300 Hz,
and 600 Hz respectively. Applying (3.18) to the results, this yields ellipticity
limits of $1.16 \times 10^{-6}$, $1.02 \times 10^{-7}$, and $2.04 \times 10^{-7}$ for 150.05 Hz, 300.05 Hz, and
600.05 Hz respectively. We note however, that the ellipticity limits obtained
using the astrophysical phase model for a source with spin down will differ.
The full search is expected to cover $\sim 10^9$ templates; yielding values of $h_0^{95\%}$
which are $\sim 25\%$ larger. More extensive Monte Carlo tests will be performed
in the future to verify these estimates numerically.

Before the full search over S5 data begins, the following steps will be taken.
Firstly, we will clarify why the detection statistic output by Monte Carlo tests run over exact polarization and inclination angles is occasionally smaller than when averaging over the angles. Secondly, we will finalize the parameter space to be explored, taking into consideration the astrophysically interesting range of $B$ and $\epsilon$, as well as the computational limitations discussed in Chapter 3. Thirdly, detailed sensitivity estimates will be performed across the full search template space, using actual detector noise instead of simulated Gaussian noise.

With the advent of Advanced LIGO, it is crucial that the search methods currently in development are tested and running smoothly by 2016. There are exciting prospects for the cross-correlation method beyond the search for SNR 1987A. For example, other young, rapidly-spinning pulsars are likely to be found in clusters such as Westerlund 1, making it an excellent target (Abbott et al. 2009e). The search code will also be extended to incorporate binary systems, allowing objects like Sco X-1 to be targeted. Importantly, we are not limited to targeted searches. With Advanced LIGO’s sensitivity, all-sky searches using the cross-correlation method may be able to place constraints on $\epsilon$ and $B$ on previously unknown sources. We note that the cross-correlation search, like other semi-coherent searches, is only the first step towards probing a gravitational-wave source. Once a signal is confirmed, we are able to achieve even greater sensitivity by following up using coherent methods such as the $F$-statistic.

The detection of a gravitational wave signal is, of course, the best possible outcome of a search. However, even in the event of a non-detection, upper and lower limits on $\epsilon$ and $B$ placed by gravitational wave searches like the cross-correlation search will play a large role in answering the following astrophysical questions, among others:

- Does $\epsilon$ correlate with its $B$, as predicted theoretically (Sierpowska & Bednarek 2001; Arons 2003)?

- What is the internal magnetic field strength implied by $\epsilon$ (Cutler 2002; Mastrano et al. 2010)?

- Theoretical models predict that free precession either persists or decays depending on $\epsilon$, and the orientation of the spin and magnetic axes, $\Omega$ and $B$ (Melatos 2000). Does $\epsilon$ correlate with $\Omega$?

- What does $\epsilon$ imply about the composition of the pulsar (Owen 2005)?
- The gravitational wave emission mechanism (mountain or $r$-modes) can be identified by the ratio of the gravitational wave and spin frequencies (Owen 2009). How much of the pulsar’s energy is radiated via gravitational waves, and how much via electromagnetic radiation?

### 7.4 Radio emission, orientation, and magnetic field structure

Stokes tomography is introduced in Chapters 5 and 6 to supplement traditional methods of analysing the radio pulse shape and PA swing to extract the magnetic geometry of radio pulsars. The shapes traced out by the four Stokes parameters, when plotted against each other over one pulse period in the form of Stokes phase portraits, are unique (or nearly so) for any given magnetic geometry and orientation. An atlas of look-up tables of Stokes phase portraits is presented in Chapters 5 and 6 for a range of simple models, including pure and current-modified dipoles, filled core and hollow cone beams, and the associated linear polarization patterns. We choose a sample of 26 radio pulsars, which obey the pulse-width relation or feature S-shaped PA swings (i.e. signatures of a pure dipole field) and show that for 60% of the sample, the observed emission is incompatible with a pure magnetic dipole at low emission altitudes. We model in detail the phase portraits of two pulsars, PSR J0827+2637 and PSR J0304+1932, with simple models of a pure and current-modified dipole respectively. We also model two millisecond pulsars, PSR J1939+2134 and PSR J0437−4715. The former object is fitted well at 0.61 GHz with a current-modified dipole; at 1.414 GHz, the fit is less accurate. We are unable to model the latter object using a pure or current-modified dipole, indicating that it has a more complicated field geometry.

#### 7.4.1 Vacuum dipole field

Stokes tomography is especially important when considering nondipolar magnetic geometries, because the rotating vector model, traditionally used to extract the pulsar’s orientation from the PA swing, assumes a pure dipole. A common theory is that the magnetosphere contains either a force-free or vacuum-like field. In a force-free field [e.g. (Goldreich & Julian 1969; Michel 1973; Blandford 1976)], the magnetospheric plasma is assumed to be dense enough to carry charges and currents, yet tenuous enough such that the parti-
cles have zero inertia. Until recently, this model was too difficult to be solved numerically (Spitkovsky 2006; Kalapotharakos & Contopoulos 2009; Bai & Spitkovsky 2009a,b). Often, the force-free field is approximated by the simpler case of a vacuum dipole field (Deutsch 1955; Melatos 1997). With Stokes tomography, we aim to be able to distinguish between the two models.

To give a taste of what is possible, we consider briefly here a vacuum dipole field in the context of young, highly energetic pulsars, which can emit in multiple wavelengths including radio, X-ray and gamma-ray bands. Since the launch of the Fermi Gamma-ray Space Telescope in 2008, the catalog of gamma-ray pulsars has doubled to over 30 (e.g. Abdo et al. 2009a,b). In cases where both gamma-ray and radio emission are observed, the gamma-ray pulse profiles are typically out of phase with the radio, indicating that different regions emit different wavelengths. This phase offset is observed to increase with the pulsar’s age (Thompson 1996; Kaspi et al. 2000). Several theoretical models for \( \gamma \)-ray emission have been proposed, including the polar cap model (Ruderman & Sutherland 1975; Daugherty & Harding 1982, 1996), slot-gap model (Arons & Scharlemann 1979; Arons 1983; Dyks & Rudak 2003; Dyks & Harding 2004), and outer-gap model (Cheng et al. 1986a,b; Romani & Yadigaroglu 1995; Cheng et al. 2000). In the polar cap model, a vacuum gap containing a parallel electric field forms at the stellar surface near the magnetic poles. Electron-positron pair formation fronts form, accelerating electrons at the surface along the field lines. High-energy photons are subsequently produced via curvature radiation. In the slot-gap model, the electric field decreases near the last open magnetic field line. A larger distance is thus required for the electrons to accelerate to the energies required for pair formation, and hence the vacuum, or slot gap, region is thought to be elongated along the last open field line, terminating at a radius of \( \sim 2R_\star \). In the outer-gap model, the vacuum region is located instead in the outer magnetosphere near the light cylinder. Recently, Romani & Watters (2009) developed a method for comparing \( \gamma \)-ray pulse profiles with magnetospheric and emission models, finding that swept-back fields provide better matches to the data than pure dipoles.

The primary diagnostic tool of the magnetospheric geometry provided by gamma-ray emission is the shape of the pulse profile. Several atlases have been constructed matching theoretical pulse shapes to different orientations of pulsar and observer inclination angles assuming a vacuum dipole field (Bai & Spitkovsky 2009c; Watters et al. 2009). Where available, the radio polarization can be analysed concurrently in order to obtain a more complete picture of the pulsar geometry and as a cross-check against specific gamma-ray emission.
models. For example, Weltevrede & Wright (2009) analysed both the PA swing and the gamma-ray pulse profile of PSR B1055−52. From the PA swing, the authors used the rotating vector model to determine the magnetic and observer inclination angles. Combining these angles with the shape of the gamma-ray pulse profile, they concluded that only an outer-gap emission model is consistent with the data.

The retarded-time magnetic field generated by a pulsar rotating in a vacuum at a point \( \mathbf{x} \) at time \( t \) is (Cheng et al. 2000; Bai & Spitkovsky 2009c)

\[
B[\mathbf{x}, t] = \frac{\mu_0}{4\pi} \left[ \left(-\frac{\mathbf{m}}{r^3} + \frac{\dot{\mathbf{m}}}{c^2 r^2} + \frac{\ddot{\mathbf{m}}}{c^2 r^3}\right) + \mathbf{x} \cdot \left(\frac{3\mathbf{m}}{r^5} + \frac{3\dot{\mathbf{m}}}{c^4 r^4} + \frac{\ddot{\mathbf{m}}}{c^2 r^3}\right) \right],
\]

where \( \mathbf{m} \) is the time-varying magnetic moment vector, with \( \dot{\mathbf{m}} = \Omega \times \mathbf{m} \), and \( \ddot{\mathbf{m}} = \Omega \times (\Omega \times \mathbf{m}) \), \( \mu_0 \) is the permeability of free space, \( c \) is the speed of light, and \( \Omega \) is the angular velocity vector.

Applying the method described in Chapters 5 and 6, we generate Stokes phase portraits for a filled core beam and linear polarization \( L = I \cos \theta \), where \( L \) is the degree of linear polarization, \( I \) is the total intensity, and \( \theta \) is the colatitude of the emission point. Interpulse emission and relativistic aberration effects are included. In Figure 7.1, we compare the pulse profile, PA swing, and Stokes phase portraits for a vacuum dipole field (bottom four subpanels) to that of a pure dipole (top four panels) at one example orientation \( (\alpha, i) = (70^\circ, 60^\circ) \) at an altitude \( r = 0.1r_{\text{LC}} \). In both cases, the PA swing appears similar; it is a distorted S-shape which is not symmetric about the pulse centroid. The phase portraits feature the same general shapes (i.e. balloons, figure-eights, and heart shapes in \( I-Q \), \( I-U \), and \( Q-U \) respectively) but there are clear differences. For the vacuum dipole, the \( I-Q \) balloon is narrower, and the shapes in \( I-U \) and \( Q-U \) are much more asymmetric than for the pure dipole. This engenders hope that Stokes tomography may help distinguish between magnetospheric models.

### 7.4.2 Magnetic mountains

Stokes tomography can also be applied to old, recycled pulsars, whose magnetic fields have been distorted by the formation of magnetic mountains. In Section 1.5.3 in the Introduction, we introduce the magnetic mountain model, in which accreted matter accumulates on the surface of the pulsar, then spreads equatorwards, dragging with it the frozen-in magnetic field lines. Payne & Melatos (2004) first modelled an axisymmetric, isothermal mountain and found that
Figure 7.1: Stokes tomography of a pure dipole (top four panels) and a vacuum dipole field (bottom four panels), for $r = 0.1r_{LC}$, linear polarization $L = I \cos \theta$, and orientation $(\alpha, \iota) = (70^\circ, 60^\circ)$. Within each half of the figure, the four subpanels display (clockwise from top left): (a) $I/I_{\text{max}}$ (bottom) and PA (top; in radians) as functions of pulse longitude, (b) $I-Q$, (c) $Q-U$, and (d) $I-U$. 
the magnetic field is distorted significantly for an accreted mass of $\gtrsim 10^{-5} M_\odot$. The mountain decays over a timescale of $10^{7-8}$ yr due to the effects of Ohmic dissipation (Vigelius & Melatos 2009a). It is thus likely that when accretion ceases, and the pulsar begins emitting at radio wavelengths, the magnetic field is still distorted appreciably. Recently, Priymak et al. (2010) extended the model to treat adiabatic mountains, and found that the neutron star equation of state can have a large effect on the structure of the magnetic mountain.

Three-dimensional simulations of magnetic mountain formation and evolution were performed by Vigelius & Melatos (2008) using the general purpose, ideal-MHD solver ZEUS-MP (Hayes et al. 2006). Vigelius & Melatos (2008) found that for a range of accreted masses, $10^{-9} \leq M_a/M_\odot \leq 10^{-3}$, the mountain is susceptible to a three-dimensional magnetic buoyancy instability. This causes the magnetic field of the pulsar to reconfigure, and settle into a highly distorted, nonaxisymmetric equilibrium. We expect the PA swing and Stokes phase portraits from such distorted fields to deviate greatly from their dipolar forms.

As an illustrative example of how Stokes tomography can be applied to magnetic mountains, we modify our code to accept the array of $B_r$, $B_\theta$, and $B_\phi$ calculated numerically by Vigelius & Melatos (2008). In order to isolate the effects of the nonaxisymmetric field, we do not include interpulse emission or relativistic aberration. Vigelius & Melatos (2008) use a $64 \times 128 \times 32$ grid spanning $r_* \leq r' \leq r_m$, $0 \leq \theta \leq \pi$, and $0 \leq \phi \leq 2\pi$, where $r_*$ is the stellar radius, and $r_m$ is the magnetospheric radius. The radial coordinate $r'$ is stretched logarithmically. This numerical grid is coarser than the one we have used thus far, therefore reducing the resolution of our simulated pulse profiles and Stokes phase portraits. We use the results of Model G from Vigelius & Melatos (2008), in which the accreted mass is $\approx 1.7 \times 10^{-4} M_\odot$.

Figure 7.2 shows the pulse profile, PA swing, and Stokes phase portraits for Model G, at an orientation of $(\alpha, i) = (30^\circ, 40^\circ)$, and an emission altitude of $r' = 50.94$, where $r'$ is normalised by the hydrostatic scale height [see Section 2 of Vigelius & Melatos (2008) for details]. We assume $L = I \cos \theta$. The distortion in the PA swing (top left panel) is clear. The pulse profile appears symmetric about its centroid. To compensate for the reduction of the grid resolution, we join the points on the Stokes phase portraits to obtain a clearer picture of their overall structure. Although poorly resolved, the phase portraits are clearly heavily distorted. With further refinement of the ZEUS-MP grid, we will be able to make accurate predictions about the shapes of the PA swing and phase portraits expected from the magnetic mountain model, and compare
Figure 7.2: Stokes tomography of a field distorted by the formation of a magnetic mountain [Model G of Vigelius & Melatos (2008)] at $r' = 50.94$ (in units of the hydrostatic scale height), for linear polarization $L = I \cos \theta$, and orientation $(\alpha, i) = (30^\circ, 40^\circ)$. The four subpanels display (clockwise from top left): (a) $I/I_{\text{max}}$ (bottom) and PA (top; in radians) as functions of pulse longitude, (b) $I-Q$, (c) $Q-U$, and (d) $I-U$.

We note that the results presented in Figure 7.1 and 7.2 are very preliminary, and require further work. With the help of Stokes tomography, we hope to achieve the following:

- Detailed analysis of the vacuum dipole and force-free fields, focusing on ways to distinguish between the two models.
- Modelling of individual gamma-ray pulsars using radio polarization data, e.g. PSR B1055−52 (Weltevrede & Wright 2009).
- Detailed analysis of the magnetic mountain model, focusing on comparisons to polarization data from millisecond pulsars.
- Inclusion of tangled, multipolar field models.
- Inclusion of circular polarization.

Additionally, the following astrophysical questions will be investigated, among others:
• Which gamma-ray emission models are consistent with the geometries predicted by Stokes tomography?

• Which magnetic mountain models are consistent with the Stokes phase portraits of millisecond pulsars?

• Different neutron star equations of state form different kinds of magnetic mountains (Priymak et al. 2010). Can Stokes tomography help to determine the equation of state through this effect?
Appendices

Appendix 3A: Calculation of the coherent metric $g_{ij}$

This appendix details the calculation of the diagonal terms of the coherent metric, $g_{ij}$ (3.29). We start by evaluating the frequency $\nu(t)$ at time $t$, by assuming that $\nu(t)$ is a simple sum of separate, independent contributions from gravitational-wave and electromagnetic spin down:

$$
\nu(t) = K_1 \int -Q_1 \nu(t)^3 dt + K_2 \int -Q_2 \nu(t)^n dt
$$

(A1)

$$
\nu(t) = \frac{K_1 \nu}{(1 + 4Q_1 \nu^4 t)^{1/4}} + \frac{K_2 \nu}{[1 + (n - 1)Q_2 \nu^{n-1} t]^{1/n-1}}.
$$

(A2)

Here, $K_1$ and $K_2$ are constants which satisfy $K_1 + K_2 = 1$, and the search parameters $\nu, Q_1, Q_2$, and $n$ are defined at a reference time $t_0$. Recall that $\nu$ is normalised by $\nu_{\text{ref}}$, which we set to 1 Hz and do not write down, for simplicity.

The first term in (A2) follows from the first integral in (A1) by assuming $Q_2 = 0$. The second term in (A2) follows from the second integral in (A1) by assuming $Q_1 = 0$. Needless to say, the exact solution for $\nu(t)$ follows from solving (3.25) self-consistently for $Q_1 \neq 0, Q_2 \neq 0$, but this is too difficult to solve analytically. As the phase metric calculation is useful only in an analytic form, we adopt the approximation in (A1).

The phase at time $t$ is given by,

$$
\Phi(t, \theta) = \int_{t_0}^{t+t_0} dt \nu(t)
$$

(A3)

$$
= \frac{K_1 [1 + 4Q_1 \nu^4 (t + \frac{\nu t_0}{c})]^{3/4} - K_1 (1 + 4Q_1 \nu^4 t_0)^{3/4}}{3Q_1 \nu^3}
$$

$$
+ \frac{K_2 [1 + (n - 1)Q_2 \nu^{n-1} (t + \frac{\nu t_0}{c})]^{\frac{2-n}{2-n}}}{(n-2)Q_2 \nu^{n-2}}
$$

$$
- \frac{K_2 [1 + (n - 1)Q_2 \nu^{n-1} t_0]^{\frac{2-n}{2-n}}}{(n-2)Q_2 \nu^{n-2}}.
$$

(A4)
We can expand each term in the regimes $(Q_1\nu^4)^{-1} \gg t$ and $(Q_2\nu^{n-1})^{-1} \gg t$, giving

\[
\Phi(t, \theta) = K_1\nu \left(t + \frac{r.n}{c} - t_0\right) - \frac{K_1}{2}Q_1\nu^5 \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right] + K_2\nu \left(t + \frac{r.n}{c} - t_0\right) - \frac{K_2}{2}Q_2\nu^n \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right], \tag{A5}
\]

and

\[
\Phi(t, \theta + \Delta \theta) = K_1(\nu + \Delta \nu) \left(t + \frac{r.n}{c} - t_0\right) - \frac{K_1}{2}(Q_1 + \Delta Q_1)(\nu + \Delta \nu)^5 \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right] + K_2(\nu + \Delta \nu) \left(t + \frac{r.n}{c} - t_0\right) - \frac{K_2}{2}(Q_2 + \Delta Q_2)(\nu + \Delta \nu)^n + \Delta n \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right]. \tag{A6}
\]

Subtracting (A5) from (A6) gives

\[
\Delta \Phi(t) = \Delta \nu (K_2 + K_1) \left(t + \frac{r.n}{c} - t_0\right) - \frac{K_1}{2} \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right] (\nu + \Delta \nu)^5 (Q_1 + \Delta Q_1) - \nu^5 Q_1 \right]
\]

\[
- \frac{K_2}{2} \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right] (\nu + \Delta \nu)^n + \Delta n (Q_2 + \Delta Q_2)
\]

\[
- \nu^n Q_2. \tag{A7}
\]

We now take the derivative of (A7) with respect to $\Delta \nu, \Delta Q_1, \Delta Q_2$, and $\Delta n$. We have

\[
\partial_{\Delta \nu} \Delta \Phi(t)|_{\Delta \theta = 0} = (K_1 + K_2) \left(t + \frac{r.n}{c} - t_0\right) - \frac{5}{2} \nu^4 Q_1 \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right] - \frac{K_2}{2} \nu^n - 1 Q_2 \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right]. \tag{A8}
\]

\[
\partial_{\Delta Q_1} \Delta \Phi(t)|_{\Delta \theta = 0} = -\frac{K_1}{2} \nu^5 \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right]. \tag{A9}
\]

\[
\partial_{\Delta Q_2} \Delta \Phi(t)|_{\Delta \theta = 0} = -\frac{K_2}{2} \nu^n \left[ \left(t + \frac{r.n}{c}\right)^2 - t_0^2 \right]. \tag{A10}
\]
\[ \partial_{\Delta n} \Delta \Phi(t)|_{\Delta \theta = 0} = -\frac{K_2}{2} \nu^n Q_2 \ln(\nu) \left[ \left( t + \frac{r n}{c} \right)^2 - t_0^2 \right] \]  
(A11)

We construct \( g_{ij} \) by substituting (A8)–(A11) into (3.29). In this chapter, we only require the diagonal terms of the metric. The relevant terms \((g_{00}, g_{11}, g_{22}, g_{33})\) are

\[ g_{00} = T_{lag}^2 \left( \frac{K_1^2}{12} + \frac{K_1 K_2}{6} + \frac{K_2^2}{12} \right) + T_{lag}^2 \left( T_{lag} + 2 \frac{r n}{c} + 2T_{start} \right) \]

\[ \left( -\frac{5}{12} K_1^2 \nu^4 Q_1 - \frac{5}{12} K_1 K_2 \nu^4 Q_1 - \frac{1}{12} K_1 K_2 n \nu^{n-1} Q_2 \right) \]

\[ -\frac{1}{12} K_2^2 n \nu^{n-1} Q_2 \right) + T_{lag}^2 \left[ 4T_{lag}^2 + 15 \left( \frac{r n}{c} \right)^2 + 15T_{lag} T_{start} + 15T_{start}^2 \right] \]

\[ + 15 \frac{r n}{c} (T_{lag} + 2T_{start}) \left( \frac{5}{36} K_1^2 \nu^8 Q_1^2 + \frac{1}{18} K_1 K_2 n \nu^{n+3} Q_1 Q_2 \right) \]

\[ + \frac{1}{180} \nu^2 \nu^{2n-2} Q_2^2 \]  
(A12)

\[ g_{11} = \frac{K_1^2 \nu^{10}}{180} \left[ 4T_{lag}^4 + 15T_{lag}^2 \left( \frac{r n}{c} \right)^2 + 15T_{lag}^3 T_{start} + 15T_{lag}^2 T_{start} \right] \]

\[ + 15T_{lag}^2 \frac{r n}{c} (T_{lag} + 2T_{start}) \]  
(A13)

\[ g_{22} = \frac{K_2^2 \nu^{2n}}{180} \left[ 4T_{lag}^4 + 15T_{lag}^2 \left( \frac{r n}{c} \right)^2 + 15T_{lag}^3 T_{start} + 15T_{lag}^2 T_{start} \right] \]

\[ + 15T_{lag}^2 \frac{r n}{c} (T_{lag} + 2T_{start}) \]  
(A14)

\[ g_{33} = \frac{K_2^2 \log(\nu) \nu^{2n} Q_2^2}{180} \left[ 4T_{lag}^4 + 15T_{lag}^2 \left( \frac{r n}{c} \right)^2 + 15T_{lag}^3 T_{start} \right] \]

\[ + 15T_{lag}^2 T_{start}^2 + 15T_{lag}^2 \frac{r n}{c} (T_{lag} + 2T_{start}) \]  
(A15)
Appendix 3B: Semi-coherent metric

In this appendix, we list in full the diagonal terms of the semi-coherent metric presented in (3.31)–(3.34). The relevant terms \( s_{00}, s_{11}, s_{22}, s_{33} \) are

\[
s_{00} = T_{\text{lag}}^2 \left( \frac{1}{12} K_1^2 + \frac{1}{6} K_1 K_2 + \frac{1}{12} K_2^2 \right) + T_{\text{lag}}^2 \left( T_{\text{lag}} + 2 \frac{r \cdot n}{c} + T_{\text{obs}} \right) \left( -\frac{5}{12} \nu^4 Q_1 K_1^2 - \frac{5}{12} K_1 K_2 \nu^4 Q_1 \right) \\
- \frac{1}{12} K_1 K_2 n \nu^{n-1} Q_2 - \frac{1}{12} K_2^2 n \nu^{n-1} Q_2 \right) + T_{\text{lag}}^2 \left[ 8 T_{\text{lag}}^2 + 30 \left( T_{\text{lag}} \frac{r \cdot n}{c} + \frac{r \cdot n^2}{c} + \frac{r \cdot n}{c} T_{\text{obs}} \right) + 15 T_{\text{lag}} T_{\text{obs}} + 10 T_{\text{obs}}^2 \right] \left( \frac{5}{12} K_1^2 \nu^8 Q_1^2 - \frac{1}{36} K_1 K_2 n \nu^{n+3} Q_1 Q_2 + \frac{1}{360} K_2^2 n \nu^{2n-2} Q_2^2 \right) \tag{A16}
\]

\[
s_{11} = \frac{K_2^2 \nu^{10}}{360} \left[ 8 T_{\text{lag}}^4 + 30 T_{\text{lag}}^2 \frac{r \cdot n^2}{c} + 15 T_{\text{lag}}^3 \left( \frac{2 r \cdot n}{c} + T_{\text{obs}} \right) + 30 T_{\text{lag}}^2 T_{\text{obs}} \frac{r \cdot n}{c} + 10 T_{\text{lag}} T_{\text{obs}}^2 \right] \tag{A17}
\]

\[
s_{22} = \frac{K_2^2 \nu^{2n}}{360} \left[ 8 T_{\text{lag}}^4 + 30 T_{\text{lag}}^2 \frac{r \cdot n^2}{c} + 15 T_{\text{lag}}^3 \left( \frac{2 r \cdot n}{c} + T_{\text{obs}} \right) + 30 T_{\text{lag}}^2 T_{\text{obs}} \frac{r \cdot n}{c} + 10 T_{\text{lag}} T_{\text{obs}}^2 \right] \tag{A18}
\]

\[
s_{33} = \frac{K_2^2 \log (\nu) \nu^{2n} Q_2^2}{360} \left[ 8 T_{\text{lag}}^4 + 30 T_{\text{lag}}^2 \left( \frac{r \cdot n}{c} \right)^2 + 15 T_{\text{lag}}^3 \left( \frac{2 r \cdot n}{c} + T_{\text{obs}} \right) + 30 T_{\text{lag}}^2 T_{\text{obs}} \frac{r \cdot n}{c} + 10 T_{\text{lag}} T_{\text{obs}}^2 \right] \tag{A19}
\]

Appendix 3C: Analytic accuracy estimates for the astrophysical phase model (3.25)

In this appendix, we motivate (3.31)–(3.34) physically by calculating the phase error in two special cases: (i) pure gravitational-wave spin down, and (ii) pure electromagnetic spin down. In the gravitational wave case, (3.25) reduces to

\[
\frac{d \nu}{dt} = -Q_1 \nu^5 \tag{A20}
\]

\[
\nu(t) = \frac{\nu}{(1 + 4Q_1 \nu^4 t)^{1/4}} \tag{A21}
\]
where we take $\nu_{\text{ref}} = 1 \text{ Hz}$ for simplicity and $\nu = \nu(t = 0)$. The gravitational wave phase at $t = T_{\text{lag}}$ is then

$$ \Phi(T_{\text{lag}}) - \Phi(t_0) = \int_{t_0}^{T_{\text{lag}}+t_0} dt \nu(t) \quad (A22) $$

$$ = \frac{(1 + 4Q_1\nu^4T_{\text{lag}})^{3/4} - 1}{3Q_1\nu^3}. \quad (A23) $$

There are two regimes to be considered: (i) $T_{\text{lag}} \gg (4Q_1\nu^4)^{-1}$, and ii) $T_{\text{lag}} \ll (4Q_1\nu^4)^{-1}$. In terms of the characteristic age

$$ \tau_c(t) = \frac{\nu(t)}{4|\dot{\nu}(t)|}, \quad (A24) $$

the two regimes correspond to (i) $T_{\text{lag}} \gg \tau_c(t_0)$, and (ii) $T_{\text{lag}} \ll \tau_c(t_0)$. In the case of SNR 1987A, we have $\tau_c \approx 19$ years (in 2006, when the S5 run began) and $T_{\text{lag}} \approx 1$ hr, i.e. regime (ii).

Given small errors $\Delta Q_1$ and $\Delta \nu$ in $Q_1$ and $\nu$, the phase error that accumulates between the template and the signal after a time $T_{\text{lag}}$ is

$$ \Delta \Phi = \frac{d\Phi}{dQ_1} \Delta Q_1 + \frac{d\Phi}{d\nu} \Delta \nu \quad (A25) $$

$$ = -\frac{1}{2} \nu^5 T^2_{\text{lag}} \Delta Q_1 + T_{\text{lag}} \Delta \nu \quad (A26) $$

Overall, therefore, the number of templates required scales as $T^3_{\text{lag}}$ regardless of how rapidly the neutron star is spinning down. This scaling matches the conventional Taylor expansion if $\nu$ and $\dot{\nu}$ suffice to track the signal ($N_{\text{total}} \propto T^3_{\text{lag}}$) but is much more economical if $\ddot{\nu}$ is needed ($N_{\text{total}} \propto T^6_{\text{lag}}$), which happens for $\nu > 1.7 \times 10^{-5} \text{ Hz} (\tau_c/10^2 \text{ yr})^{-2} (T_{\text{lag}}/1 \text{ hour})^{-3}$. In the SNR 1987A search, we cover frequencies above 0.1 kHz, so $\ddot{\nu}$ always contributes significantly. Hence the phase model (3.25) is always preferable.

Now suppose the electromagnetic term dominates. Equation (3.25) with $\nu_{\text{ref}} = 1 \text{ Hz}$ reduces to

$$ \frac{d\nu}{dt} = -Q_2 \nu^n \quad (A27) $$

$$ \nu(t) = \frac{\nu}{[1 + (n - 1) Q_2 \nu^{n-1} t]^{1/(n-1)}} \quad (A28) $$
and the gravitational wave phase after a time $T_{\text{lag}}$ is

$$
\Phi(T_{\text{lag}}) = \int_{t_{0}}^{T_{\text{lag}}+t_{0}} dt \nu(t) \\
= \left[ 1 + (n - 1) Q_2 \nu^{n-1} T_{\text{lag}} \right]^{\frac{2-n}{1-n}} - 1.
$$

(A29)

(A30)

For small errors $\Delta Q_2$, $\Delta \nu$ and $\Delta n$ in $Q_2$, $\nu$ and $n$, the phase error between the template at the signal after a time $T_{\text{lag}}$ is

$$
\Delta \Phi = \frac{d\Phi}{dQ_2} \Delta Q_2 + \frac{d\Phi}{d\nu} \Delta \nu + \frac{d\Phi}{dn} \Delta n \\
= -\left( \frac{\nu^n T_{\text{lag}}^2}{2} \right) \Delta Q_2 + T_{\text{lag}} \Delta \nu + \\
T_{\text{lag}} \log \left[ 1 + (n - 1) Q_2 T_{\text{lag}} \nu^{n-1} \right] \Delta n.
$$

(A31)

(A32)

Hence in the electromagnetic limit, the phase error due to $\Delta \nu$ scales in the same way as in the gravitational wave limit. The phase error due to $\Delta Q_2$ scales as $T_{\text{lag}}^2$, and the phase error due to $\Delta n$ scales as $T_{\text{lag}} \log [1 + (n - 1) Q_2 T_{\text{lag}} \nu^{n-1}]$. Overall, the number of templates required scales as $T_{\text{lag}}^4 \log(T_{\text{lag}})$. This represents a saving if the second frequency derivative is important which, as shown above, is true for the range of signal frequencies considered in this search.
Appendix 4A: Installation guideline

These notes are an informal guide to installing LAL & LALapps on UniMelb machines (i686 Linux Ubuntu). I have used my own machine (Guinan) as an example.

The LIGO Data Analysis Software (LAL and LALApps; http://www.lsc-group.phys.uwm.edu/daswg/projects/lal.html) requires standard LSC software to be installed prior to installation.

The most complicated aspect of installation is the correct setting of environment variables. Be careful to set all the relevant variables before configuring/installing anything.

LSC standard software

These packages are available for download and installation at http://www.lsc-group.phys.uwm.edu/daswg/docs/howto/lscsoft-install.html. They are:

- pkg-config
- fftw3
- gsl
- libmetaio (we need metaio 8)
- Glue

I have installed them in /data/gui1/cchung/lscsoft. Installation notes (taken straight from the above website) are in /data/gui1/cchung/lscsoft/lscsoft_install.

There was a problem with installing libmetaio. When running ./configure, it looks for the MATLAB compiler called ‘mex’, however on our system, ‘mex’ is a link to ‘pdfetex’ (LaTeX compiler) and so this stalled the installation. As a quick fix, I just commented out line 20162 of the ./configure file at /data/gui1/cchung/tmp/libmetaio-6.1/configure

```
# $MEX $MEXOPTS $MEXFLAGS -output ax_c_test \`
ax_c_test.c $MEXLDADD 2> /dev/null 1>&2
```

which calls mex to check for the MEX-file suffix. This seems to work, and shouldn’t affect the installation as we are installing libmetaio without Matlab support anyway.

Also, add the following lines to your .rc file (note that .rc is the configuration file for whichever shell you use. I use zsh, so this would be my .zshrc file):
LSCSOFT_LOCATION=/data/gui1/cchung/lscsoft # change this as appropriate
export LSCSOFT_LOCATION
LSCSOFT_PREFIX=/data/gui1/cchung/lscsoft
export LSCSOFT_PREFIX
if [ -f ${LSCSOFT_LOCATION}/lscsoft-user-env.sh ]; then
  . ${LSCSOFT_LOCATION}/lscsoft-user-env.sh
fi

**m4, automake, autoconf installation**

One extra environment variable which needs to be set now, but is not mentioned in the online notes, is LAL\_DATA\_PATH=$LAL\_PREFIX/share/lal. If this is not set, ‘make check’ will fail for LALapps (see below).

Before installing LAL, I had to install a few programs:

- **m4** (http://www.techsw.com/tutorials/operating_systems/linux/tools/installing_m4_macro_processor_ubuntu_linux.php).
  Installed in /data/gui1/cchung/m4

  > wget ftp://ftp.gnu.org/gnu/m4/m4-1.4.10.tar.gz
  > tar -xvzf m4-1.4.10.tar.gz
  > cd m4-1.4.10
  > ./configure --prefix=/data/gui1/cchung/m4
  > make
  > make install

- **automake** (http://ftp.gnu.org/gnu/automake) Installed version 1.9 in /data/gui1/cchung/automake

  > tar -xvzf automake-1.9.tar.gz
  > cd automake-1.9
  > ./configure --prefix=/data/gui1/cchung/automake
  > make
  > make install

- **autoconf** (http://ftp.gnu.org/gnu/autoconf) Installed version 2.61 in /data/gui1/cchung/autoconf

  > tar -xvzf automake-2.61.tar.gz
cd autoconf-2.61
>.configure --prefix=/data/gui1/cchung/autoconf
> make
> make install

**Globus gsissh installation**

Access to LIGO clusters around the world is handled by the LIGO Data Grid software suite (LDG). To access the clusters with LDG, you need a grid certificate issued by APAC.\(^1\) Since the full LDG 4.7 software doesn’t install properly on the Unimelb machines (there is a missing library in Ubuntu which we can’t seem to fix), we can just use the failsafe instructions to only install Globus, which will let us ssh into the LSC machines with our grid certificates. Failsafe instructions are here:

https://www.lsc-group.phys.uwm.edu/lscdatagrid/doc/gsisshUbuntu.html

and are also quite straightforward. Note that the current VDT certificate bundle at the time of writing is 47 (not 37 as indicated in the notes).

On guinan, I added the following to my .zshrc file

```bash
export GLOBUS_LOCATION=/data/gui1/cchung/lscsoft/ldg/globus
source /data/gui1/cchung/lscsoft/ldg/globus/etc/globus-user-env.sh
```

which just tells the shell where to find gsissh.

Check that you have userkey.pem and usercert.pem in your $HOME/.globus directory.

Important: if you have a directory called $HOME/.globus/certificates, delete it. For some reason, on my machine, this directory contained incorrect information and was confusing gsissh.

Now, gsissh should be working. Test it out with `gsissh baker` or, if you have an account at a LIGO cluster, `gsissh <LIGOClusterName>`

**Git installation**

Git is available from http://git-scm.com/

The direct link to the package is http://kernel.org/pub/software/scm/git/git-1.6.2.2.tar.gz To unpack and install:

```bash
> tar -xvf git-1.6.2.2.tar.gz
```

\(^1\)http://wiki.arcs.org.au/bin/view/Main/GridCertificates
> make configure
> ./configure --prefix=$GIT_LOCATION
> make all
> make install

where \($\text{GIT\_LOCATION} = /\text{data}/\text{gui1}/\text{cchung}/\text{lscsoft}/\text{git}\) in my case. Once we have git (and if we have gsish installed and working), then we can checkout the lalsuite repository which contains Glue, LAL, LALApps and PyLAL. Set (and add to .rc file)

> GIT\_SSH=$\text{GLOBUS\_LOCATION}/\text{bin}/\text{gsish}
> export GIT\_SSH

Make sure to run these instructions from the same directory where you want your code to live. Instructions are here: https://www.lsc-group.phys.uwm.edu/daswg/docs/howto/lalsuite-git.html and are straightforward.

Note that we need to have gsish and grid certificates working, otherwise checking out with your LIGO username will not work!

LAL/LALApps installation

LAL is to be installed in /data/gui1/cchung/lscsoft/opt/lal (path setting is much easier if it is installed in the same directory as the other packages). In late 2009, the group-specific LAL code was split up into subdirectories, i.e. LALPulsar, LALStochastic, etc. For CW applications, we only need LALPulsar. First, set the following environment variables.

\[
\text{LSCSOFT}\_\text{USER}=\{\text{LSCSOFT}\_\text{USER}:-<\text{username}>\}
\text{LAL}\_\text{PREFIX}=\{\text{LAL}\_\text{LOCATION}:-"/\text{data}/\text{gui1}/\text{cchung}/\text{lscsoft}/\text{opt}/\text{lal}"\}
\text{LALPULSAR}\_\text{PREFIX}=
\{\text{LALPULSAR}\_\text{LOCATION}:-"/\text{data}/\text{gui1}/\text{cchung}/\text{lscsoft}/\text{opt}/\text{lalpulsar}"\}
\text{LALAPPS}\_\text{PREFIX}=
\{\text{LALAPPS}\_\text{LOCATION}:-"/\text{data}/\text{gui1}/\text{cchung}/\text{lscsoft}/\text{opt}/\text{lalapps}"\}
\]

Git will have put the source code where you told it to. For example, if it’s /data/gui1/cchung/lscsoft/lalsuite, then set

\[
\text{LSCSOFT}\_\text{SRCDIR}=\ \$
\{\text{LSCSOFT}\_\text{SRCDIR}:-"/\text{data}/\text{gui1}/\text{cchung}/\text{lscsoft}/\text{lalsuite}"\}
\]
Now, start with LAL.

> cd ${LSCSOFT_SRCDIR}/lal
> ./00boot
> ./configure --prefix=${LAL_PREFIX} --with-gcc-flags
> make
> make install

If you get an error message about configure not being able to find gsl, do

> export PKG_CONFIG_PATH=\
    $PKG_CONFIG_PATH:$LSCSOFT_PREFIX/non-lsc/lib/pkgconfig

Add the following to your .rc

```bash
mkdir -p ${LSCSOFT_ROOTDIR}/etc
echo "# setup LAL for development: " \
>> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
echo "export LSCSOFT_LOCATION=${LSCSOFT_ROOTDIR}/opt/lscsoft" \
>> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
echo "if [ -f "$LAL_LOCATION/etc/lal-user-env.sh" ]; then" \
>> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
echo "source "$LAL_LOCATION/etc/lal-user-env.sh"" \
>> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
echo "fi" >> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
```

All CW code is now in the LALPulsar directory, which is part of the Git repository. We must install LALPulsar in order to use the CW applications in LALApps.

> cd ${LSCSOFT_SRCDIR}/lalpulsar
> ./00boot
> ./configure --prefix=${LALPULSAR_PREFIX} --with-gcc-flags
> make
> make install

Add the following to your .rc

```bash
mkdir -p ${LSCSOFT_ROOTDIR}/etc
echo "# setup LALPULSAR for development: " \
```
Then, continue with LALApps.

> source ${LAL_PREFIX}/etc/lal-user-env.sh
> cd ${LSCSOFT_SRCDIR}/lalapps
> ./00boot
> ./configure --prefix=${LAL_PREFIX} --with-gcc-flags
> make
> make install

Add the following to your .rc file

echo "# setup LALApps for development: "
>> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
echo "export LALAPPS_LOCATION=${LSCSOFT_LOCATION}/lalapps"
>> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
echo "if [ -f "${LALAPPS_LOCATION}/etc/lalapps-user-env.sh" ]; then"
>> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
echo " source ${LALAPPS_LOCATION}/etc/lalapps-user-env.sh"
>> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc
echo "fi" >> ${LSCSOFT_ROOTDIR}/etc/lscsoftrc

Appendix 4B: Command line options

We list examples of how to run lalapps_makefakedata_v4 and lalapps_pulsar_crosscorr.

The following command generates 1 year of 30 minute SFTs from the L1 interferometer, covering the frequency range 991.012 Hz–991.815 Hz with zero spindown. The sky position is $(\alpha, \delta) = (1.16357, -0.0439203)$, the inclination angle of the source is $\cos \iota = -0.29359$, and the polarization angle is $\psi = 4.75401$. The power spectral density is $\sqrt{S_n} = 1.14233 \times 10^{-22} \text{Hz}^{-1/2}$,
and the wave strain is $h_0 = 1.10061 \times 10^{-21}$. The reference time and start time of the SFTs are both set to 827884814 (in GPS seconds).

```
lalapps_Makefakedata_v4
--outSFTbname=/scratch/cchung/mcfrequencies/0/sfts
--IFO=L1 --ephemDir=/scratch/cchung/mcfrequencies/0
--ephemYear=05-09 --fmin=991.012 --Band=0.803
--Alpha=1.16357 --Delta=-0.0439203
--h0=1.10061e-21 --cosi=-0.29359 --psi=4.75401 --phi0=0
--Freq=991.413 --noiseSqrtSh=1.14233e-22 --refTime=827884814
--startTime=827884814 --fdot=0 --duration=31536000
```

The following command runs the cross-correlation search over the frequency range 991.4115–991.4145 Hz. $Q_1$ and $Q_2$ are set to zero, and $T_{\text{lag}}$ is set to 3600 s. The sky position ($\alpha, \delta$) = (1.16357, -0.0439203) is used as a search parameter. The averaging over $\cos \iota$ and $\psi$ is turned on.

```
lalapps_pulsar_crosscorr
--sftDir '/scratch/cchung/mcfrequencies/0/sfts/*.sft'
--f0 991.4115 --fBand 0.003 --fRes 1e-05 --q1 0 --q1Band 0
--q1Res 1e-25 --q2 0 --q2Band 0 --q2Res 1e-22 --blocksRngMed 51
--ephemDir /scratch/cchung/mcfrequencies/0 --ephemYear 05-09
--averagePsi --averageIota --detChoice 2
--skyRegion '(1.16357, -0.0439203)' --dDelta 0.002
--dAlpha 0.002 --maxlag 3600 --refTime 827884814
--dirnameOut /scratch/cchung/mcfrequencies/0
--filenameOut CrossCorr_ave.dat --useQCoeffs
```

Table A1 lists all the command line options available for `lalapps_pulsar_crosscorr`.

<table>
<thead>
<tr>
<th>Command line option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>--autoCorrelate</td>
<td>Include autocorrelations (correlation of an SFT with itself) [FALSE]</td>
</tr>
<tr>
<td>-f, --f0</td>
<td>Start search frequency (Hz) [100]</td>
</tr>
<tr>
<td>-b, --fBand</td>
<td>Search frequency band (i.e. how far along in frequency to search; Hz) [1]</td>
</tr>
<tr>
<td>--fRes</td>
<td>Search frequency resolution (Hz) [1/ΔT]</td>
</tr>
<tr>
<td>--fdot</td>
<td>Start search frequency derivative (Hz s$^{-1}$) [0.0]</td>
</tr>
<tr>
<td>--fdotBand</td>
<td>Search frequency derivative band (Hz s$^{-1}$) [0.0]</td>
</tr>
</tbody>
</table>
-r, –fdotRes

Search frequency derivative resolution (Hz s\(^{-1}\))

\[1/\Delta T^2\]

–fddot

Start frequency double derivative (Hz s\(^{-2}\)) [0.0]

–fddotBand

Search frequency double derivative band (Hz s\(^{-2}\))

[0.0]

–fddotRes

Search frequency double derivative resolution (Hz s\(^{-2}\)) \[1/\Delta T^3\]

–fRef

Reference frequency \(\nu_{\text{ref}}\), see equation (3.25) (Hz) [1]

–skyRegion

Sky-region polygon (or ‘allsky’). The polygon is bounded by at least 3 pairs of \((\alpha, \delta)\).

A single \((\alpha, \delta)\) pair searches one point. [NULL]

–dAlpha

Sky resolution (right ascension) (rad) [0.0]

–dDelta

Sky resolution (declination) (rad) [0.0]

–Tlag

Maximum time lag for SFT pairs (s) [0.0]

–detChoice

0: Correlate SFTs from same IFOs only;

1: different IFOs only;

2: all IFOs [2]

–refTime

Reference time for signal parameters (SSB) [0.0]

–averagePsi

Average over psi [TRUE]

–averageIota

Average over \(\cos \iota\) [TRUE]

–cosi

Inclination angle [0.0]

–psi

Polarisation angle (rad) [0.0]

–q1

Starting \(Q_1\) value. \(Q_1\) is the gravitational wave torque defined in equation (3.25) [1e-24]

–q1Band

\(Q_1\) search band (i.e. how far along in \(Q_1\) to search) [0.0]

–q1Res

\(Q_1\) search resolution [1e-25]

–q2

Starting \(Q_2\) value \(Q_2\) is the electromagnetic torque defined in equation (3.25) [1e-20]

–q2Band

\(Q_2\) search band (i.e. how far along in \(Q_2\) to search) [0.0]

–q2Res

\(Q_2\) search resolution [1e-21]

–braking

Pulsar electromagnetic braking index [3]

–brakingBand

Pulsar electromagnetic braking index search band [0.0]

–brakingRes

Pulsar electromagnetic braking index search resolution [0.3]
Appendix 4C: Derivation of $\mu$ and $\sigma^2$ in the presence of a signal

In this section, we derive the mean, $\mu$, and variance, $\sigma^2$, of the normalised cross-correlation statistic $\rho/\sigma_\rho$. Before doing so, however, we provide the full derivation of the mean and variance, $\mu_\rho$ and $\sigma^2_\rho$, of the raw cross-correlation statistic $\rho$, summarised in the Appendix of Dhurandhar et al. (2008) (hereafter DMKW08).

The cross-correlation statistic is defined as $\rho = \sum_\alpha (\tilde{G}_\alpha^* \mathcal{Y}_\alpha + \tilde{G}_\alpha \mathcal{Y}_\alpha^*)/\sigma_\alpha^2$, with $\sigma_\alpha^2 = S_n^{(J)}(\nu_k)S_n^{(I)}(\nu_k')/(4\Delta T^2)$, $\mathcal{Y}_\alpha = \tilde{x}_I^{*} \tilde{x}_J/(\Delta T^2)$, and $\alpha = I, J$ is the pair index. More explicitly,

$$\mathcal{Y}_\alpha = \frac{1}{\Delta T^2}(h_0 I h_J + n_I n_J)$$  \hspace{1cm} (A33)

where $h_I$ and $n_I$ denote $\tilde{h}(\nu_I)$ and $\tilde{n}(\nu_I)$, the Fourier transformed signal and noise at the time of the midpoint of SFT $I$.

For an ensemble of noise realisations, the mean of $\rho$ is therefore

$$\langle \rho \rangle = \sum_\alpha \frac{\tilde{G}_\alpha^*}{\sigma_\alpha^2} \langle \mathcal{Y}_\alpha \rangle + \text{c.c.}$$  \hspace{1cm} (A34)

$$= \sum_\alpha \frac{\tilde{G}_\alpha^*}{\sigma_\alpha^2 \Delta T^2} (h_0^2 h_J h_J + h_0^2 n_J n_J + h_J n_J + n_J n_J) + \text{c.c.}$$  \hspace{1cm} (A35)

where c.c. denotes the complex conjugate of the first term. To get from (A34) to (A35), we use the relations $h_I^* h_J = h_0^2 \Delta T^2 \tilde{G}_\alpha$ (equation 3.9 of DMKW08) and $\langle n_J^* \rangle = \langle n_J \rangle = 0$. If self-correlations are included ($I = J$), we have $\langle n_J^* n_J \rangle = \frac{\Delta T}{2} S_n^I \delta_{I,J}$ (equation 2.21 of DMKW08), where $S_n^I$ denotes the single-
sided power spectral density of SFT $I$ at frequency $\nu_I$. This gives

$$\langle \rho \rangle = \frac{1}{\Delta T} \sum_I \frac{\hat{G}_{IJ}^2}{\sigma_{IJ}^2} \delta_{in} + h_0^2 \sum_{\alpha} u_{\alpha} \hat{G}_{\alpha} + \text{c.c.} \quad (A36)$$

The variance of $\rho$ is given by $\sigma_{\rho}^2 = \langle \rho^2 \rangle - \langle \rho \rangle^2$. We consider now the $\langle \rho^2 \rangle$ term. Let $\alpha$ denote the pair $IJ$, and $\beta$ denote the pair $KL$. We have\(^2\)

$$\langle \rho^2 \rangle = \sum_{\alpha, \beta} \frac{1}{\sigma_{\alpha}^2 \sigma_{\beta}^2} \left\langle \left( \hat{G}_{\alpha}^* \mathcal{Y}_{\alpha} \alpha + \hat{G}_{\beta}^* \mathcal{Y}_{\beta} \beta \right) \left( \hat{G}_{\beta}^* \mathcal{Y}_{\beta} \beta + \hat{G}_{\alpha}^* \mathcal{Y}_{\alpha} \alpha \right) \right\rangle \quad (A37)$$

$$= \sum_{\alpha, \beta} \frac{1}{\sigma_{\alpha}^2 \sigma_{\beta}^2} \left\langle \hat{G}_{\alpha}^* \hat{G}_{\beta}^* \mathcal{Y}_{\alpha} \mathcal{Y}_{\beta} + \hat{G}_{\alpha}^* \hat{G}_{\beta} \mathcal{Y}_{\alpha} \mathcal{Y}_{\beta} + \text{c.c.} \right\rangle. \quad (A38)$$

Expanding $\langle \mathcal{Y}_{\alpha} \mathcal{Y}_{\beta} \rangle$ in detail, we have

$$\langle \mathcal{Y}_{\alpha} \mathcal{Y}_{\beta} \rangle = \frac{1}{\Delta T^4} \langle (h_i^I h_j + h_i^J h_j^I + h_j n^i_I + n^i_I n_j) \rangle \quad \text{(A39)}$$

Any terms containing odd powers of $h_0$ vanish because they contain a vanishing $\langle n \rangle$ or $\langle n^3 \rangle$ factor (we assume the noise is symmetric).\(^3\) We are therefore left with

$$\langle \mathcal{Y}_{\alpha} \mathcal{Y}_{\beta} \rangle = \frac{1}{\Delta T^4} \langle (h_i^I h_j + h_i^J h_j^I + h_j n^i_I + n^i_I n_j) \rangle \quad \text{(A40)}$$

$$= \frac{1}{\Delta T^4} \left( \frac{\Delta T^3}{2} h_0^2 \delta_{IJ} \delta_{KL} + \frac{\Delta T^3}{2} h_0^2 \delta_{IK} \delta_{LJ} \right) + \frac{\Delta T^3}{2} h_0^2 \delta_{IJ} \delta_{KL} + \frac{\Delta T^3}{2} h_0^2 \delta_{IK} \delta_{LJ} + \langle n^i_I n_j n^i_K n_L \rangle + \mathcal{O}(h_0^4). \quad (A41)$$

In equation (A3) of Dhurandhar et al. (2008), the last term in A41 is written as

$$\langle n^i_I n_j n^i_K n_L \rangle = 2 \delta_{IJ} \delta_{KL} \langle |n_I|^2 \rangle \langle |n_K|^2 \rangle \quad (A42)$$

where the indices within parentheses are symmetrized over, i.e. $X_{IJ} = (X_{JI} + X_{JI})/2$. Using this notation, A41 can be expressed as [equation (A6)]

\(^2\)Note that $\sigma_{IJ} = \sigma_{JI}$, $\hat{G}_{IJ} = \hat{G}_{JI}$, and $\mathcal{Y}_{IJ} = \mathcal{Y}_{JI}$.

\(^3\)Additionally, any noise terms containing the product of two conjugates, or two normal terms (e.g. $\langle n_I n_J \rangle$ or $\langle n_I^* n_J^* \rangle$) are zero. To illustrate, consider the case $I = J$, which gives $\langle n_I n_I \rangle = \langle \text{Re}(n_I)^2 \rangle + \langle \text{Im}(n_I)^2 \rangle + 2\text{Re}(\langle n_I \rangle \text{Im}(n_I))$. For purely random noise, the first two terms cancel each other, and the third term is zero.
of Dhurandhar et al. (2008)]

\[ \langle Y_{ij} Y_{kl} \rangle = \frac{1}{\Delta T^2} \delta_{ij} \delta_{kl} S_n^I S_n^K + \frac{h_0^2}{\Delta T} \left[ \tilde{G}_{II} S_n^I + \delta_{ij} \tilde{G}_{ll} S_n^I \right] \]  

(A43)

Ignoring self-correlations \((I \neq J, K \neq L)\), and substituting this into (A38), we have

\[ \langle \rho_\alpha^2 \rangle = 2 |u_{ij}|^2 \left[ \frac{S_n^I I_n^J}{4 \Delta T^2} + \frac{h_0^2}{2 \Delta T} \left( \tilde{G}_{II} S_n^I + \tilde{G}_{JJ} S_n^I \right) \right] \]  

(A44)

For \(I \neq J\), \(\langle \rho_\alpha \rangle \) is of order \(h_0^4\), and so the variance of \(\rho\) is just given by (A44) plus \(O(h_0^4)\) terms. It can be written in the simplified form \(\sigma_\rho^2 = \sigma_\rho^2(0) + h_0^2 \sigma_\rho^2(1)\), where \(\sigma_\rho^2(0)\) is the variance in the absence of a signal.

We note that throughout this chapter, we have called the output of the search code \(\rho/\sigma\), where \(\sigma\) is defined in the small signal limit, i.e. \(\sigma = \sigma(0)\). We now write this explicitly as

\[ \frac{\rho}{\sigma(0)} = \frac{1}{\sqrt{2}} \sum_{\alpha} \frac{\tilde{G}_{\alpha} Y_\alpha + \tilde{G}_{\alpha} Y_\alpha^*}{\sigma(\tilde{G}_{\alpha} G_{\alpha})^{1/2}}. \]  

(A45)

We now derive the mean and variance of \(\rho/\sigma(0)\). The mean is given by

\[ \left\langle \frac{\rho}{\sigma(0)} \right\rangle = \sum_{\alpha} \left( \frac{\tilde{G}_{\alpha}^*}{2 \sigma_{\alpha}^2 \tilde{G}_{\alpha}} \right)^{1/2} \langle Y_{\alpha} \rangle + \text{c.c.} \]

\[ = \sum_{\alpha} h_0^2 \tilde{G}_{\alpha} \left( \frac{\tilde{G}_{\alpha}^*}{2 \sigma_{\alpha}^2 \tilde{G}_{\alpha}} \right)^{1/2} + \sum_{I} \frac{1}{2 \Delta T} S_n^I \left( \frac{\tilde{G}_{II}^*}{2 \sigma_{II}^2 \tilde{G}_{II}} \right)^{1/2} + \text{c.c.} \]

\[ = \sqrt{2} h_0^2 \sum_{\alpha} |u_{\alpha}| + \frac{1}{2^{3/2} \Delta T} \sum_{I} S_n^I |u_{II}| \left( \frac{1}{\tilde{G}_{II} + \tilde{G}_{II}^*} \right). \]  

(A46)

To calculate the variance of \(\rho/\sigma(0)\), we first calculate the term \(\langle (\rho/\sigma_0)^2 \rangle\),

\(4\)We note that we have been unable to reproduce equation (A6) from Dhurandhar et al. (2008).
given by

\[
\left\langle \left( \frac{\rho}{\sigma(0)} \right)^2 \right\rangle = \frac{1}{2} \sum_{\alpha,\beta} \frac{\tilde{G}^*_\alpha \tilde{G}_\alpha \tilde{G}^*_\beta \tilde{G}_\beta}{\sigma_\alpha^2 \sigma_\beta^2} \left\langle \left( \tilde{G}^*_\alpha \mathcal{Y}_\alpha + \tilde{G}_\alpha \mathcal{Y}_\alpha^* \right) \times \left( \tilde{G}^*_\beta \mathcal{Y}_\beta + \tilde{G}_\beta \mathcal{Y}_\beta^* \right) \right\rangle^{-1/2} \tag{A47}
\]

\[
\times \left( \tilde{G}^*_\alpha \mathcal{Y}_\alpha + \tilde{G}_\alpha \mathcal{Y}_\alpha^* \right) \left( \tilde{G}^*_\beta \mathcal{Y}_\beta + \tilde{G}_\beta \mathcal{Y}_\beta^* \right) + \text{c.c.} \right) \tag{A48}
\]

\[
= \frac{1}{2} \sum_{\alpha,\beta} \frac{1}{\sigma_\alpha^2 \sigma_\beta^2} \left( \frac{\tilde{G}^*_\alpha \tilde{G}_\alpha \tilde{G}^*_\beta \tilde{G}_\beta}{\tilde{G}^*_\alpha \tilde{G}_\alpha \tilde{G}^*_\beta \tilde{G}_\beta} \right)^{1/2} \left\langle \mathcal{Y}_\alpha \mathcal{Y}_\alpha^* \right\rangle + \text{c.c.} \tag{A49}
\]

Once again, we ignore self-correlations \((I \neq J, K \neq L)\), and set \(I = K\) and \(J = L\). This yields

\[
\sigma^2 = \left\langle \left( \frac{\rho}{\sigma(0)} \right)^2 \right\rangle = |u_{IJ}|^2 \left[ \frac{S^I_n S^J_n}{4\Delta T^2} + \frac{h_0^2}{2\Delta T} \left( \tilde{G}_{II} S^J_n + \tilde{G}_{JJ} S^I_n \right) \right] + O(h_0^4). \tag{A50}
\]

We note that (A50) has exactly the same form as (A44), but it is a factor of 2 smaller.
Appendix 5A: Glossary of phase portrait descriptors

Figure A1 gathers together, in a handy and easy-to-read table, the colloquial descriptors used to label phase portraits in the text. The parameters for each example are stated in the caption.
Figure A1: Colloquial descriptors of phase portraits encountered in this chapter. 

Left column, top to bottom: (i) $I$-$Q$ for pure dipole, filled core beam, $(\alpha, i) = (60^\circ, 40^\circ)$; (ii) $U$-$Q$ for pure dipole, filled core beam, $(\alpha, i) = (20^\circ, 10^\circ)$; (iii) $I$-$U$ for pure dipole, filled core beam, $(\alpha, i) = (30^\circ, 70^\circ)$; (iv) $I$-$U$ for pure dipole, hollow cone, $(\alpha, i) = (60^\circ, 10^\circ)$; (v) $I$-$U$ for pure dipole, hollow cone, $(\alpha, i) = (50^\circ, 30^\circ)$. Right column, top to bottom: (i) $I$-$U$ for current-modified dipole, hollow cone, $(\alpha, i) = (80^\circ, 20^\circ)$; (ii) $I$-$U$ for pure dipole, hollow cone, $(\alpha, i) = (60^\circ, 30^\circ)$; (iii) $I$-$U$ for pure dipole, hollow cone, $(\alpha, i) = (50^\circ, 50^\circ)$; (iv) $Q$-$U$ for pure dipole, hollow cone, $(\alpha, i) = (70^\circ, 40^\circ)$; (v) $I$-$Q$ for pure dipole, hollow cone, $(\alpha, i) = (50^\circ, 40^\circ)$. All examples share the same polarization pattern $L/I = \cos \theta_0$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{phase_portraits}
\caption{Colloquial descriptors of phase portraits encountered in this chapter.}
\end{figure}
Appendix 6A: Atlas of look-up tables of Stokes phase portraits

We present look-up tables for the beam patterns and linear polarization models used in chapter 5, updated to include interpulse and relativistic aberration effects. All figures are for $r = 0.1 r_{LC}$. Stokes phase portraits and PA swings are shown for a current-modified dipole with

1. a filled core beam with $L = I \cos \theta$ (Figures A2–A5),
2. a filled core beam with $L = I \sin \theta$ (Figures A6–A9),
3. a hollow cone with $L = I \cos \theta$ (Figures A10–A13), and
4. a hollow cone with $L = I \sin \theta$ (Figures A14–A17).
Figure A2: Current-modified dipole. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for filled core beams with degree of linear polarization $L = I \cos \theta$, where $\theta$ is the emission point colatitude, and $r = 0.1r_{LC}$. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure A3: Current-modified dipole. Layout as for Figure A2, but for $I-U$ ($I$ on the horizontal axis).
Figure A4: Current-modified dipole. Layout as for Figure A2, but for $Q-U$ ($Q$ on the horizontal axis).
Figure A5: Current-modified dipole. Layout as for Figure A2, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure A7: Current-modified dipole. Layout as for Figure A6, but for $I-U$ ($I$ on the horizontal axis).
Figure A8: Current-modified dipole. Layout as for Figure A6, but for $Q-U$ ($Q$ on the horizontal axis).
Figure A9: Current-modified dipole. Layout as for Figure A6, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
Figure A10: Current-modified dipole. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for hollow cones with opening angle $25^\circ$ and degree of linear polarization $L = I \cos \theta$, where $\theta$ is the emission point colatitude, and $r = 0.1 \ell_L C$. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure A11: Current-modified dipole. Layout as for Figure A10, but for $I-U$ ($I$ on the horizontal axis).
Figure A12: Current-modified dipole. Layout as for Figure A10, but for $Q-U$ ($Q$ on the horizontal axis).
Figure A13: Current-modified dipole. Layout as for Figure A10, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
Figure A14: Current-modified dipole. Look-up table of Stokes phase portraits in the $I$-$Q$ plane for hollow cones with opening angle $25^\circ$ and degree of linear polarization $L = I \sin \theta$, where $\theta$ is the emission point colatitude, and $r = 0.1L_{LC}$. The panels are organised in landscape mode, in order of increasing $10^\circ \leq i \leq 90^\circ$ (left–right) and $10^\circ \leq \alpha \leq 90^\circ$ (top–bottom) in intervals of $10^\circ$. $I$ is plotted on the horizontal axis and normalised by its peak value. $Q$ is plotted on the vertical axis.
Figure A15: Current-modified dipole. Layout as for Figure A14, but for $I-U$ ($I$ on the horizontal axis).
Figure A16: Current-modified dipole. Layout as for Figure A14, but for $Q-U$ ($Q$ on the horizontal axis).
Figure A17: Current-modified dipole. Layout as for Figure A14, but for position angle (on the vertical axis in landscape orientation, in units of radians) versus pulse longitude (on the horizontal axis, in units of $2\pi$ radians).
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