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ABSTRACT

Search for Gravitational Wave Bursts from

Soft Gamma Repeaters

Peter M. Kalmus

We present the results of a LIGO search for short-duration gravitational waves associated

with soft gamma repeater (SGR) bursts, and a method for calibrating gravitational wave detectors

via photon actuators.

Photon calibrators provide an independent calibration of LIGO’s three gravitational wave

detectors. Their nominal 2σ confidence error bars are currently estimated to be ∼3%. The photon

calibrators have provided a valuable check on the official calibration, uncovering problems that

may otherwise have gone unnoticed.

We also present the first gravitational wave search sensitive to neutron star f -modes,

usually considered the most efficient gravitational wave emitting modes. We find no evidence of

gravitational waves associated with any SGR burst in a sample consisting of the 2004 December

27 giant flare from SGR 1806−20 and 190 lesser events from SGR 1806−20 and SGR 1900+14

which occurred during the first year of LIGO’s fifth science run. Gravitational wave strain upper

limits and model-dependent gravitational wave emission energy upper limits are estimated for

individual bursts using a variety of simulated waveforms. The unprecedented sensitivity of the

detectors allows us to set the most stringent limits on transient gravitational wave amplitudes

published to date. We find upper limit estimates on the model-dependent isotropic gravitational

wave emission energies (at a nominal distance of 10 kpc) between 3 × 1045 and 9 × 1052 erg

depending on waveform type, detector antenna factors and noise characteristics at the time of the

burst. These upper limits are within the theoretically predicted range of some SGR models.

Finally, we propose a new method which extends the initial SGR burst search, explor-



ing the possibility that SGR sources emit similarly in gravitational waves from burst to burst

by “stacking” potential gravitational wave signals. We show that gains in gravitational wave en-

ergy sensitivity of N1/2 are possible, where N is the number of stacked SGR bursts. Estimated

sensitivities for a mock search for gravitational waves from the 2006 March 29 storm from SGR

1900+14 are presented for two stacking scenarios: the “fluence-weighted” scenario and the “flat”

(unweighted) scenario.
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Chapter 1

The Universe Through New Eyes

We are poised to enter the age of gravitational wave astrophysics. Gravitational waves are per-

turbations in the spacetime metric propagating at the speed of light, predicted by Einstein in

1914 by his theory of general relativity [1]. In GR, massive objects cause a curvature distortion in

four-dimensional spacetime, and gravitational force is our perception of something trying to follow

a geodesic in the curved spacetime. When a massive object moves it drags the distortion with

it, sending out ripples in spacetime. Due to the weakness of the gravitational force, gravitational

waves have not yet been directly detected. An attempt to directly detect gravitational waves, and

to extract science from upper limits on gravitational wave emission, is the subject of this work.

We do have indirect evidence for the existence of gravitational waves. In a beautiful

observational confirmation of Einstein’s prediction, R. Hulse and J. Taylor measured the time

derivative of the orbital period of PSR 1913+16, a pulsar in a binary system with a second

neutron star, by observing the Doppler shifting of the pulsar signals due to orbital velocity. They

confirmed that the orbital velocity increase due to loss of gravitational potential energy matches

what would be expected in general relativity if the system were losing energy due to gravitational

wave emission to within experimental precision, better than 0.5% (Figure 1.1) [2–6]. More recent

observations place the agreement to within about 0.2% [7]. These stars will collide and merge in

about 300 million years due to losses from gravitational wave emission.

Because of this indirect detection of gravitational waves, and also because of other exper-

imental verifications of general relativity [6], we are confident that gravitational waves do exist.

One of the biggest goals in physics today is to directly detect gravitational waves in order to see

what the information they carry can teach us about the universe. The science that will come from
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Figure 1.1: Accumulated shift in the times of periastron in the PSR 1913+16 system, relative

to an assumed orbit with constant period. The parabolic curve represents GR’s prediction for

energy losses from gravitational radiation. (Figure from [7].)

such a discovery is thrilling to contemplate.

For the first time, the LIGO Scientific Collaboration has gathered more than a year of data

with laser interferometric gravitational wave detectors with sensitivities and frequency bands such

that a detection might not require an extraordinary event [8]. By 2009 planned upgrades on these

detectors are expected to improve amplitude sensitivity by a factor of ∼ 3, and additional upgrades

planned to be completed by 2013 will give us advanced detectors about 10 times more sensitive to

gravitational wave strain than current detectors, and therefore with about 1000 times the reach

in terms of astrophysical volume [9]. Meanwhile, plans for both new and existing detectors in

other countries will strengthen the emerging global interferometeric gravitational wave detector

network (see Table 1.1). Global networks reduce the false detection rate and improve the source

sky localization.

Lack of a detection with the network of advanced detectors would be very interesting. The

more likely scenario of routine detection may revolutionize astrophysics. Each new portion of the

electromagnetic spectrum, when opened to astrophysical observation, has resulted in unimagined
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Table 1.1: Interferometric gravitational wave detectors which exist already or are planned, with

expected dates of operation.

detector location date arm length [m]

LIGO [10] H1 Hanford, WA operational 4000

L1 Livingston, LA operational 4000

H2 Hanford, WA operational 2000

GEO600 [11] Hannover, Germany operational 600

Virgo [12] Cascina, Italy operational 3000

TAMA300 [13] Mitaka, Japan operational 300

LCGT [14] Kamioka Mine, Japan not clear 3000

LISA [15, 16] space ∼2018 5 × 109

discoveries. Observing the universe through gravitational radiation ought to be even more radical

than looking with a new color of light. Table 1.2 compares gravitational waves to electromagnetic

waves as carriers of astrophysical information.

We have contributed to this massive effort in both the hardware and data analysis domains.

We have improved the LIGO gravitational wave detectors through advancement of a calibration

technique that uses photons to drive the interferometer test masses. In the course of this work

we discovered significant discrepancies in measurements of the response function magnitude with

the official calibration via coil actuators, which ultimately led to an improved understanding of

the detector calibration. We also used the photon calibrators to help uncover a significant error

in the official timing calibration.

We have also developed and used novel data analysis techniques to search LIGO data for

gravitational wave bursts associated with soft gamma repeaters (SGRs), a bizarre and enigmatic

class of astrophysical sources and a promising source for gravitational waves. Soft gamma re-

peaters sporadically emit short energetic bursts of soft gamma rays. The bursts may be driven

by violent interaction between the most intense magnetic fields known in the universe and the

solid crust of a neutron star [17, 18]. These catastrophic events could excite the star’s nonradial

modes [19–21] which are damped via gravitational wave emission [20–23]. We have performed an

electromagnetically triggered search for gravitational waves associated with SGR burst events in

a sample which includes 214 bursts from the first year of LIGO’s fifth science run (S5y1) and the

2004 December 27 giant flare from SGR 1806–20. This is the first search sensitive to f -modes,
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Table 1.2: Comparison of gravitational waves and electromagnetic waves as carriers of astrophysi-

cal information. This comparison motivates our opinion that looking at the universe as portrayed

in gravitational radiation is more radical than looking with a new color of light.

characteristic gravitational wave electromagnetic waves

medium spacetime space

source coherent quadrupole motions of

black holes, stars, galaxies, etc.

incoherent dipole motions of elec-

trons, other charged particles

interaction with in-

tervening matter

insignificant; could probe super-

nova centers, very early universe,

etc.

absorbed and scattered by inter-

vening matter; carry information

from outer layer of objects only.

frequency < 104 Hz > 107 Hz

detectors omnidirectional unidirectional

quantum mechanics spin 2 graviton spin 1 photon

usually considered the most efficient gravitational wave emitters [19]. The unprecedented sensi-

tivity of the detectors and of our analysis pipeline allows us to set the most stringent limits on

transient gravitational wave amplitudes published to date. These upper limits already begin to

constrain some SGR models.

There is a possibility that potential gravitational wave emission from SGR bursts is similar

from burst to burst. We have also developed a search method which explores this possibility, by

attempting to “stack”potential gravitational wave signals from multiple SGR bursts with the aim

of digging deeper into the noise and increasing the probability of a detection. This new method

extends the individual burst search described in the last paragraph.

This thesis is organized as follows.

In Chapter 2 we give a brief theoretical description of gravitational waves to facilitate

understanding of gravitational wave detectors and searches. We also discuss some of the sources

of potentially detectable gravitational waves.

In Chapter 3 we briefly describe laser interferometric gravitational wave detectors as im-

plemented by LIGO, the Laser Interferometric Gravitational Observatory. While other types of

detectors exist, such as bar[24] and spherical [25] detectors, we believe that interferometric detec-

tors are currently most likely to yield interesting science, and we limit our discussion to them. We

focus in particular on the methods used to measure relative length changes in an interferometer
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that are 1000 times smaller than a proton diameter, the sensitivity required to begin to have some

chance of detecting gravitational waves.

In Chapter 4 we describe the LIGO photon calibrator system, and compare photon cali-

brator measurements to measurements made with the traditional coil calibrators. These measure-

ments revealed a significant discrepancy with the official detector response calibration magnitude.

We also describe photon calibrator measurements of the detector timing, which revealed a sig-

nificant discrepancy with the official timing calibration. We discuss the future utility of photon

calibrators in LIGO, suggesting that they could be a candidate for the Advanced LIGO primary

calibration system.

In Chapter 5 we describe in detail a simple but powerful general purpose coherent grav-

itational wave analysis pipeline for externally triggered searches, the Flare pipeline. We present

the Flare pipeline as a complete and automated analysis system which, given inputs including

data from one or two interferometric gravitational wave detectors and information describing one

or more electromagnetic triggers, produces a statement of detection or non-detection and up-

per limits for a variety of simulation waveform types on gravitational wave strain and isotropic

gravitational wave emission energy from the source.

In Chapter 6 we describe careful characterization and validation of the Flare pipeline which

was carried out before and during official review by the LIGO Scientific Collaboration (LSC).

In Chapter 7 we describe soft gamma repeaters. Knowledge of SGRs was used in designing

a compelling search for gravitational waves associated with their bursts.

In Chapter 8 we describe the search for gravitational waves associated with individual

SGR bursts using the Flare pipeline. We describe the sample of SGR triggers and give the results

of the search.

In Chapter 9 we describe the search for gravitational waves associated with multiple SGR

bursts using the Stack-a-flare pipeline. This is forward-looking work with interesting problems

which will benefit from collaboration with the community of SGR theorists. We describe and

characterize the pipeline, and we present estimated sensitivities for a mock search for gravitational

waves from the 2006 March 29 storm from SGR 1900+14.

Finally, in Chapter 10 we summarize our work, describe potential future extensions, and

conclude our thesis.



6

Chapter 2

Gravitational Waves

In this chapter we give a brief introduction to the theory of gravitational waves. The intention

here is to provide a foundation for understanding gravitational wave detectors and data analysis.

We then survey interesting potential astrophysical sources of gravitational wave emission.

An introduction to general relativity is given in Schutz [26]; an intermediate treatment

is given in Carroll [27]; and a definitive reference is Misner, Thorne and Wheeler [28]. We have

followed these texts in our discussion.

2.1 Gravitational waves in general relativity

In general relativity Einstein sought to present a self-consistent theory of gravity in which no frame

of reference is favored, based upon the postulates of special relativity: the relativity of velocity

and the universality of a finite speed of light. In so doing he revolutionized intuitive conceptions

of space and time.

Newton’s theory of gravity predicts instantaneous transmission of information. Einstein’s

field equations in general relativity allow wave solutions, with gravity propagating at the speed

of light. These gravitational wave solutions are analogous to electromagnetic waves described by

Maxwell, and the wave solutions which emerge from the descriptions of gravity and electromag-

netism propagate at the same speed.

Though there is a deep connection between the forces, there are major differences on the

surface. For one, gravity is much weaker than electromagnetism: the ratio of electromagnetic force

to the gravitational force between the proton and electron in a hydrogen atom is ∼ 1040. This

is why detection of gravitational waves has been beyond our technology until now. For another,
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there is only one sign of gravitational charge, which is also the source of inertia. It is from this

dual role of gravitational charge that the unique connection between gravity and the geometry of

spacetime arises.

2.1.1 Perturbations in spacetime

Far from their source, we can treat gravitational waves as small perturbations propagating through

an otherwise flat four-dimensional manifold called spacetime. The interval between two spacetime

events is coordinate-independent, and is given in a specific coordinate system {xν} by

ds2 = gµνdx
µdxν , (2.1)

where gµν is the metric tensor describing the geometry of the spacetime. We will use Einstein’s

summation convention, let Greek spacetime indices run from 0 to 3 with 0 representing the time

coordinate, and let latin indices will run from 1 to 3. For flat spacetime in Cartesian coordinates

the metric has components

gµν = ηµν =

















−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

















. (2.2)

Equation 2.1 for the interval with the Minkowski metric for flat space expands to

ds2 = −c2dt2 + dx2 + dy2 + dz2. (2.3)

Here we have written c explicitly, but in what follows we sometimes use geometrized units in

which the speed of light c = 1 and the gravitational constant G = 1.

Einstein’s field equations describe the relationship between sources of gravity and the

geometry of the spacetime manifold. This relationship is analogous to the relationship between

mass and the gravitational potential in Newtonian gravity,

∇2φ = 4πρ, (2.4)

where ρ is the mass density and φ is the potential. General relativity must reduce to this form

in the Newtonian limit, where gravity is weak and velocities are small. We therefore seek a

generalization of both the second-order differential operator on the left and the source term on

the right.
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We first consider the source term. GR prefers no reference frame, so the generalization

we seek must be coordinate-independent. In special relativity the mass density generalizes to the

energy density, which is the 00 component of the symmetric stress-energy tensor – T 00. T 00 is

not a coordinate-independent quantity, however, and Einstein’s insight was to take as the source

the whole second rank symmetric stress-energy tensor T, which is coordinate-independent. The

T ii components represent pressure, the T i0 components represent momentum density, and the T ij

components represent shear stress. These can all be thought of as sources of the field in addition

to energy density.

Having chosen a plausible source term which is a symmetric rank 2 tensor, we need

to equate it to a second-order differential operator which produces a rank 2 symmetric tensor

encoding the spacetime geometry, which we can call Gµν . The natural choice for G is the Ricci

tensor, a second rank tensor which is a contraction of the Riemann tensor,

Rµν = Rα
µαν . (2.5)

The Riemann tensor gives the geodesic deviation in a curved spacetime, and may be written in

terms of the metric connection as

Rα
βµν = Γα

νβ,µ − Γα
µβ,ν + Γα

µλΓλ
νβ − Γα

νλΓλ
µβ . (2.6)

Here, indices following a comma indicate partial differentiation with respect to the coordinate

represented by the index. The connection, in turn, may be written in terms of the metric as

Γλ
µν =

1

2
gλσ (gνσ,µ + gσµ,ν − gµν,σ) . (2.7)

Thus the Ricci tensor involves second order derivatives of the metric, as sought. We can raise the

indices of the Ricci tensor using the metric,

Rµν = gµαgβνRαβ . (2.8)

The conservation laws for energy and momentum can be expressed in terms of T as

T µν
;ν = 0, (2.9)

where the semicolon indicates covariant differentiation with the metric connection, that is

Aν
;µ = Aν

,µ + Γν
µλA

λ, (2.10)

for some tensor A. In a flat space the covariant derivative reduces to the partial derivative. The

conservation laws require that Gµν
;ν must also vanish. This is not true of the Ricci tensor; but the
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Bianchi identity
(

Rαµ − 1

2
gαµR

)

;α

= 0 (2.11)

makes it clear that the tensor

Gµν = Rµν − 1

2
gµνR (2.12)

fulfills our requirements. We thus have

Gµν = 8πT µν, (2.13)

where the Einstein tensor G encodes the geometry of spacetime, and the constant 8π was chosen

to give Equation 2.4 in the Newtonian limit.

We can represent gravitational waves as weak perturbations to flat spacetime. In this case

a convenient coordinate system can be found where

gµν = ηµν + hµν (2.14)

with |hµν | ≪ 1 throughout spacetime. We now want to see what form the Einstein equations take

in the weak field approximation, where only terms to first order in h are kept.

In the vacuum T µν = 0, and we have

Rµν − 1

2
gµνR = 0. (2.15)

After some manipulation, we have to first order in hµν

Rαβµν =
1

2
(hαν,βµ + hβµ,αν − hαµ,βν − hβν,αµ) . (2.16)

A convenient choice of gauge is the transverse traceless (TT) gauge, in which coordinates

are determined by world lines traced in spacetime by freely falling masses. In the TT gauge, and

in the weak field limit where higher order terms in h are dropped, Einstein’s equations take the

form
(

∇2 − ∂

∂t2

)

hµν = 0, (2.17)

which has solutions of the form

h(x, t) = h0e
(iωt−k·x) (2.18)

with ω = |k|, describing a wave propagating in the direction of the wave vector k at the speed

of light. It is only natural that gravitational waves must propagate with speed c, as c is the only
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relevant speed in the theory, appearing in the spacetime interval itself. The explicit component

form in the wave frame is

hµν(z, t) =

















0 0 0 0

0 −h+ h× 0

0 h× h+ 0

0 0 0 0

















cosω (z/c− t) , (2.19)

with h+ and h× representing the two polarization states (“plus” and “cross”) of the wave.

2.1.2 Effect of gravitational waves on free test particles

We now wish to use the metric to describe how a passing gravitational wave measurably affects

free test particles. Imagine two free massive test particles, separated by a distance L. Define

a coordinate system such that the first mass is at the origin and the second mass is at x = L.

We can measure the distance between the two particles by timing light emitted from the first

mass, reflecting off of the second mass, and returning to the first mass. If space is flat, the

Minkowski metric allows us to relate the measured time to a distance using the speed of light,

that is, ∆x = c∆t.

One way to think about this is as a calculation of the interval

∫ T

0

√

|ηtt|dt, (2.20)

where
√

|ηtt| = c and the spatial terms were not written since the worldline begins and ends at

the same spatial coordinates. Instead, let’s think directly in terms of the proper distance between

the two masses

∆l =

∫ L

0

√

|ηxx|dx. (2.21)

If there is a perturbation in spacetime due to a passing gravitational wave, we need to use the

appropriately perturbed metric g given by Equations 2.14 and 2.19 instead. If the gravitational

wave has the plus polarization, hxy = hyx = 0, then

∆lx =

∫ L

0

√

|gxx|dx (2.22)

=

∫ L

0

√

1 + hxxdx (2.23)

≈ L
√

1 + hxx (2.24)

≈ L(1 − 1

2
h+), (2.25)
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Figure 2.1: Effect of a passing gravitational wave on test particles. The gravitational wave is

traveling in the z-direction (out of the page). The effect of plus and cross polarization components

on a circle of point-like test particles is shown in the top and bottom rows of time snapshots,

respectively, as the wave passes. The effect is hugely exaggerated.

where in the penultimate step we have used the fact that the perturbation is small. We can

express the ratio
∆L

L
=
h+

2
. (2.26)

We conventionally refer to h+ and h× as gravitational wave “strains.”

We can now repeat this thought experiment for a pair of test masses oriented along the

y-direction, finding

∆ly ≈ L(1 +
1

2
hyy) = L(1 +

1

2
h+). (2.27)

The situation is illustrated in the top portion of Figure 2.1, with the addition of many

more test masses. A similar logic could be applied to the case of a cross-polarized gravitational

wave (hxx = hyy = 0), illustrated in the bottom portion of Figure 3.8.

We emphasize that the coordinate positions of these particles are not changed by the

gravitational wave. The particles sit at their respective positions in spacetime, but spacetime

changes and we can measure the changes in proper distances between the particles. The masses

therefore experience no acceleration in the conventional sense.

We could also think of these changes in proper distances in terms of their effect on the

phase of the plane wave traveling between the test masses. This is the fundamental principle



12

behind interferometric gravitational wave detectors.

2.1.3 What gravitational waves can we expect?

Now that we have developed some understanding of the nature of gravitational waves, a natural

question to ask is, how strong can we reasonably expect them to be? This is an important question

for direct gravitational wave detection.

The three conservation laws, energy, momentum, and angular momentum, eliminate the

monopole, dipole, and magnetic dipole gravitational radiation moments, respectively. If we as-

sume that a typical source emits gravitational waves only via its leading term (the quadrupole

moment), we can estimate a strain amplitude upper bound using a dimensional argument [29].

The dimensionless strain amplitude of gravitational waves is defined as the ratio of the fractional

change in a proper distance L (as opposed to coordinate distance, which gravitational waves

preserve):

h ≡ ∆L

L
. (2.28)

The strain by our assumption is proportional to the second time derivative of the quadrupole

moment Q and by conservation of energy must go as 1/r:

h ∼ GQ̈

c4r
. (2.29)

We need an estimate for the magnitude of Q̈. We can identify Q̈ as the spherically asymmetric

part of the source kinetic energy Easym, and then we can write

h ∼ GEasym/c
2

c2r
∼ 10−21

(

M

M⊙

) (

16 Mpc

r

)

. (2.30)

Mc2 is the non-symmetric kinetic energy, and 16 Mpc is the distance to the center of the Virgo

cluster. From this we see that we are much better off searching for gravitational waves of as-

trophysical origin rather than gravitational waves we could produce ourselves in a laboratory.

Imagine a quadrupolar source (e.g. a spinning dumbell) with 1000 kg weights fixed 1 m apart

spinning at 100 Hz, placed r = 2.5 m from an interferometric detector. The ratio of 16 Mpc to

2.5 m gives a gain of about 1022, but the ratio of (Iω2/c2)/M⊙ gives a loss of about 1038, making

the manmade gravitational wave source some 16 orders of magnitude less detectable than the per-

haps optimistic M⊙c
2 event in Virgo. Even at a source distance of 2.5 m, test mass displacement

due to gravitational radiation at twice the spin frequency would be less than 10−33 m. How-

ever, the situation is actually much worse: in the near field, such a device would produce easily

detectable periodic gravitational gradients at twice the spin frequency (which could be used to
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very precisely calibrate an interferometric gravitational wave detector [30]). These local gradients,

which go as 1/r4, would dominate the gravitational radiation until the source is a few hundred

kilometers from the detector.

Since gravitational waves are produced by motions of entire astrophysical objects such as

stars, black holes and galaxies, we do not expect gravitational wave periods shorter than the light

travel time around the circumference of the smallest scale associated with a source, given by the

source’s Schwarzschild radius 2GM/c2, where M is the source mass. This gives an upper bound

on the frequency

f =
1

T
<

c3

4πGM
∼ 104Hz

(

M⊙

M

)

. (2.31)

2.2 Astrophysical sources of gravitational waves

In this work we are principally interested in specific burst sources (SGRs) which will be described

in more detail later. However, we wish to put these sources into a context of gravitational wave

sources.

In this section we briefly describe some of the most promising non-SGR sources of grav-

itational waves. (For a detailed surveys of astrophysical gravitational wave sources see [31].) We

classify the astrophysical sources in the subsections below according to the four major LIGO

Scientific Collaboration data analysis working groups: Burst, Compact Binary Coalescence, Con-

tinuous, and Stochastic.

2.2.1 Burst

Burst sources, such as GRBs and supernovae, are characterized by transient gravitational wave

signals of duration .1 s. Typically, emission from these sources is difficult to predict with precision.

Often the information from theorists involves a frequency range and duration and not much more.

The notable exception is compact binary coalescence, which can be approached from a burst

perspective and is such an important source class that it has a dedicated working group within

the LSC.

Searches for gravitational waves associated with GRBs are quintessential burst-type searches.

GRBs are the most electromagnetically luminous events in the universe after the Big Bang. Given

their typical cosmological distances, the energies involved could be larger than 1050 erg. However,

the mechanism behind them is still mysterious, and there are no precise models of gravitational

emission. Long duration (&2 s) bursts are thought to be massive stars collapsing into black holes,
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and short duration bursts may be CBC events. There is the intriguing possibility that some

portion of the short burst population could be due to SGR giant flares. A LIGO gravitational

wave search (see Section 6.7) added compelling evidence to this hypothesis, as it excludes the

possibility that GRB 070201 coincident with the Andromeda Galaxy was a CBC event, to high

confidence [32].

Supernovae are attractive gravitational wave source candidates because of the possibility

of nearly relativistic aspherical collapse of large amounts of matter (M⊙c
2 or more) potentially

followed by energetic ejection of stellar matter. If the collapse or bounce has a quadrupole moment

gravitational waves will be emitted. The events are accompanied by electromagnetic and neutrino

emission so some advantages of triggered searches can be reaped; however, the events often go

unnoticed until some point late in the light curve, making extrapolation back to the collapse event

problematic. Detection of gravitational waves from a supernova event would shed light on these

events, as it would provide information from the core impossible to obtain otherwise, even from

neutrino observations.

Attempts to predict gravitational wave emission from supernova have been made [33–35].

However, such predictions are still far from the precision and certainty necessary for templated

searches. Therefore, burst search methods such as the one at the core of this work are necessary

for supernova gravitational wave searches.

Burst searches can increase sensitivity by partitioning the two-dimensional time/frequency

search space in such a way that single units (sometimes “tiles”or “pixels”) of the space can contain

the target signal with a minimum of extra noise. Clustering algorithms which can join adjacent

significant pixels, and multi-resolution analysis are common techniques used to accomplish this

partitioning despite lack of precise prior knowledge of the extent of the expected signal in time

and frequency.

Burst searches come in two varieties: all-sky searches and externally triggered searches.

All-sky searches operate over long durations of data such as an entire science run, and treat all

sky locations equally. Externally triggered searches use non-gravitational wave observations, from

gamma ray satellites, telescopes or neutrino detectors for example, to reduce the scope of the

search in the time dimension and possibly the sky location dimension as well. The SGR search

which forms the core of this work is an externally triggered burst search.

Either variety of burst search can attempt to be sensitive to a wide parameter space which

includes most model predictions of most source classes. This can be considered an advantage of

searches for excess power in the gravitational wave data; they trade sensitivity for generality, as
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compared to templated searches such are used for CBC sources. For a quantitative comparison

of burst searches to CBC templated searches in a limited portion of the CBC search space see

Section 6.8.

2.2.2 Compact binary coalescence

Compact binary coalescence (CBC) events, the inspiral and merger of binary systems of compact

objects, are a primary target for gravitational wave searches [32, 36–42]. Searches for gravitational

waves from mergers of compact binary systems have been performed for systems of two neutron

stars (BNS), two black holes (BBH), neutron star and black hole (NS-BH), and primordial black

holes (PBH). CBC sources are among the most promising for a first direct gravitational wave

detection. The gravitational wave emission from some parts of the life cycle of compact binary

systems is well-modeled relative to other burst sources, and the expected frequencies of some

systems are near the sweet spot of ground-based interferometric gravitational wave detectors [43].

Compact binary systems are expected to emit gravitational waves in three distinct stages:

the inspiral stage, the merger stage, and the ringdown stage. During the inspiral stage, the mem-

bers of the binary system are well-separated in space and the system evolves in an orderly fashion

as the binary orbit decays due to loss of energy via gravitational wave emission. Gravitational

wave emission from the inspiral stage is modeled well enough that searches relying on signal tem-

plates are feasible. For non-spinning systems the inspiral strain waveform at the Earth can be

written [41]

h(t) =
1Mpc

Deff
A(t) cos(φ(t) − φ0). (2.32)

The functions A(t) and φ(t) depend on the masses and spins of the binary members and φ0 is an

unknown phase parameter. The effective distance Deff is the distance at which a merger event

could be detected if the binary system would be optimally oriented and located relative to the

gravitational wave detector — that is, at a sky position directly on zenith or nadir and orbiting

in a plane parallel to the detector’s plane. Deff is always greater than or equal to the physical

distance,

Deff = D/
√

F 2
×(1 + cos2 ι)2/4 + F 2

+ cos2 ι, (2.33)

where F+ and F× are the detector’s antenna responses to the plus and cross polarizations [31] and

ι is the inclination angle between the binary system and the detector. Matched filter searches

typically ignore the effects of spin [41], arguing that it not significant [44]. Effects from tidal

coupling and other effects which depend on the component objects’ equations of state are also
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thought to be insignificant [45]. Thus, in practice, the parameter phase space for templated merger

searches is defined by the binary system masses. Extrinsic parameters such as source effective

distance, the inclination of the system ι, and the unknown orbital phase φ0 do not increase

the dimensionality of the template space. In the LIGO S3-S4 inspiral search [41], for the PBH

and BNS cases, search templates implementing Equation 2.32 are constructed from second order

restricted post-Newtonian approximations [46–48]. For the BBH case the template family was

phenomenological as described in [49] due to uncertainties in the templates.

During the merger stage, the two compact objects fall into each other’s event horizons

and merge into a single black hole. This stage is difficult to model, and is the focus of much

ongoing research. During the ringdown stage, the single black hole is in an excited state and

decays through gravitational wave emission from damped non-spherically-symmetric ringdown

modes. In this work we focus on the inspiral stage.

The gravitational wave energies emitted in compact binary coalescence (CBC) events are

large because the second derivative of the quadrupole moment Q̈ is large. This is due to the

compactness of the systems. Neutron stars, for example, have radii of order 10 km and members

of a BNS pair can orbit at close range and at high frequencies of up to ∼ 500 Hz. Before merger,

the frequency of the system and the gravitational wave amplitude increase with time, resulting in

a “chirp” signal.

Rates for such events are typically given in terms of L10, 1010 times the blue solar lu-

minosity. The Milky Way Galaxy has a luminosity of about 1.7L10. Merger rates are assumed

to depend on the rate of star formation in a volume, which is measured by the blue luminosity

in that volume. BNS merger rates can be estimated from four binary pulsar systems, and are

between 10− 170× 10−6 yr−1L−1
10 at 95% confidence in one plausible model [41, 50]. Merger rates

for BBH systems and hybrid NS-BH systems are based on theoretical populations studies (for a

review see [51]) and are between 0.1 − 15 × 10−6 yr−1L−1
10 and 0.15 − 10 × 10−6 yr−1L−1

10 at 95%

confidence, respectively [41]. Converting these rates into LIGO detection rates is complicated,

as the detection range depends on the choice of SNR threshold, on the detector sensitivity as a

function of frequency and the component masses which set the frequencies tracked by the inspiral

waveform. To give a sense, the LIGO S3-S4 inspiral paper [41] gives an S4 horizon distance (the

distance at which the detector would detect an optimally oriented and located binary merger

with SNR of 8) for the 4 km Hanford LIGO detector of ∼15 Mpc for compact binary systems

with 2.8M⊙ total mass. This horizon distance corresponds roughly to an effective cumulative

blue luminosity (the cumulative blue luminosity as a function of effective distance, as opposed to
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physical distance) of ∼ 100L10. In terms of volume, the reach of the LIGO detectors improved by

an order of magnitude between S4 and S5 [8, 52]. Very roughly, this implies that the S5 detectors

could expect to detect a BNS at SNR of 8 at a rate of ∼ 5×10−2 yr−1, assuming 100% duty cycle.

The Advanced LIGO detectors are expected to give an additional factor of 103 in volume, which

would give an SNR 8 detection rate of ∼ 50 yr−1.

When CBC event inspiral waveforms are finally observed by gravitational wave detectors,

we will be able to extract information about the source system parameters, such as the masses

of the compact objects, their spins, the eccentricity of the orbits, and event the compact object

equation of state.

2.2.3 Continuous

No astrophysical source of gravitational waves is truly monochromatic, as the emission of gravi-

tational waves removes energy from the mechanism which is producing them. The gravitational

waves are coupled to the spinning system and will increase its period in the case of orbital systems

where the energy reservoir is gravitational potential energy, or decrease its period in the case of

rotating objects where the energy reservoir is rotational kinetic energy.

One source for continuous nearly monochromatic gravitational waves is binary star sys-

tems. Systems comprised of ordinary stars will emit gravitational waves at twice their orbital

frequency; as this is typically less than 10−3 Hz these sources are not available to ground-based

detectors, though they will be available to LISA.

Spinning neutron stars comprise a more promising class of sources for LIGO. A non-

axisymmetric spinning neutron star is a spinning quadrupole, and to the extent that its spin

rate f0 is constant, it would emit gravitational waves continuously at 2f0. Deviation from axial

symmetry could be caused by misalignment of the principle axis with the spin axis, by strong

magnetic fields, or by a “mountain” on the neutron star. The gravitational wave strain from such

a source is approximately [31]

2 × 10−26

(

f0
1kHz

)2 (

10kpc

r

)

( ǫ

10−6

)

, (2.34)

where r is the distance to the spinning star and ǫ = (Ixx − Iyy)/Izz is the ellipticity.

Searches for gravitational waves from such a source are referred to as “pulsar searches,”

and have several advantages over other gravitational wave searches:

1. f0 is precisely known for gravitational wave searches involving known pulsars, which is the

typical case. Therefore, the expected signal is well understood;
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2. Integration over entire gravitational wave detector science runs is possible, allowing much

smaller gravitational wave strain amplitudes to emerge from the noise than other types of

searches;

3. Historically, the rate limiting step in gravitational wave analysis has often been completion of

detector calibration. It is much easier to produce a detector calibration at a single frequency

than over the entire band of the detector.

Observations of pulsars show that their spin rates decrease over time (spindown). This

decrease is thought to be due to a combination of mechanisms: magnetic dipole radiation, particle

acceleration in the magnetosphere, and emission of gravitational waves [53]. An upper limit on

gravitational wave emission can thus be set by measuring the spindown rate via electromagnetic

observation.

LIGO has published several pulsar searches beginning with the S1 pulsar search [54]. The

most recent result is the Crab pulsar search from the first nine months of S5 [53], which presented

upper limits on gravitational wave emission which beat the spin-down upper limit.

2.2.4 Stochastic

There are two main classes of stochastic gravitational wave sources, confusion noise stochastic

backgrounds and primordial stochastic backgrounds.

Since interferometric gravitational wave detectors have such a wide antenna pattern, a

sufficiently sensitive detector would suffer from a continuous and unpredictable bubbling of a large

number of discrete foreground events, including events of the types we have already described —

supernovae, GRBs, SGRs, CBC events, etc. In fact, a major challenge anticipated by LISA data

analysts is sorting through this confusion noise stochastic background in the detector’s sensitive

frequency band in order to extract interesting information [55]. For LISA, gravitational wave

confusion noise is expected to be the dominant noise source at some frequencies [56].

The other major expected source of a stochastic gravitational wave background is pri-

mordial: gravitational waves left over from the very early universe, just after the Big Bang. A

primordial stochastic gravitational wave background could be caused by inflation-amplified zero-

point quantum mechanical metric fluctuations, by cosmic strings, and by phase transitions in the

early universe.

Analysis strategies with cross-correlation between two or more detectors can help dis-

tinguish both foreground and cosmological stochastic gravitational wave backgrounds from non-
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astrophysical stochastic processes causing noise in the detectors, after accounting for different

antenna factors, different gravitational wave crossing times for a given sky location due to differ-

ent detector locations, and different detector sensitivities. For the case of two equivalent detectors

with search bandwidth ∆F and integration time T , cross-correlation can increase search sensitivity

by a factor of
√
T∆F over a single detector. This strategy was used in the LIGO S3 cosmological

gravitational wave stochastic background analysis setting an upper limit on Ω0 [57].

When (and if) the primordial stochastic background is finally detected, the cosmological

implications will be astounding. Whereas photons began free streaming some 105 years after

the Big Bang when electrons and protons condensed into atomic hydrogen, the last scattering

of gravitational waves occurred about 10−22 s after the Big Bang [58]. Gravitational waves are

therefore an excellent way to shed light on the very early universe.
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Chapter 3

Interferometric Gravitational

Wave Detectors

In this chapter we introduce interferometric gravitational wave detectors, and describe the LIGO

detectors at the time of LIGO’s fifth science run. One goal of this chapter is to communicate

the remarkable technical achievement of modern gravitational wave interferometry: the ability

to measure relative displacement changes several orders of magnitude smaller than the diameter

of a proton occurring over kilometer-scale lengths. As we saw in Section 2.1.3, we require this

sensitivity in order to have some chance of detecting gravitational waves.

3.1 Overview of the LIGO detectors

The LIGO detectors [8] are sensitive Michelson interferometers. Since Michelson interferometers

are good at measuring differential length changes between their two arms, they are ideal for de-

tecting passing gravitational waves, which cause time-dependent quadrupolar spatial deformations

as discussed in Chapter 2. In principle, turning an interferometer into a gravitational wave de-

tector only requires the interferometer optics to double as test masses. Such detectors are made

on Earth, for example, by suspending the optics from wires. However, making a detector suffi-

ciently sensitive to have a reasonable chance of observing astrophysical gravitational wave signals

is difficult.

The LIGO observatory includes three detectors at two sites. The Hanford, Washington

site is home to a 4 km arm-length detector (H1) and a 2 km arm-length detector (H2), which share
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the same ultra-high-vacuum beamtube enclosures. The Livingston Parish, Louisiana site is home

to a single 4 km arm-length detector (L1). The L1 detector is slightly misaligned relative to the

H1 and H2 detectors, primarily due to the Earth’s curvature.

LIGO finished its fifth science run (S5) on 11 November 2007. S5 met a major goal of the

initial phase of the LIGO project: collecting one year’s worth of triple-coincident data at design

sensitivity across the sensitive band. The detectors measure gravitational wave strain amplitude

(a unitless quantity), so sensitivity as a function of frequency is characterized by the amplitude

spectral density of strain equivalent noise, in units of Hz−
1
2 . Figure 3.1 shows improvement of the

LIGO 4 km interferometers’ noise floors as a function of frequency over the five science runs. The

initial sensitivity goals were detection of gravitational wave strain amplitudes as low as 10−21 [8],

and instrument strain noise as low as 10−21 rms integrated in the 100–200Hz range [59, 60]. This

sensitivity level requires interferometers capable of detecting differential displacements on the

order of 10−18 m, approximately one thousandth the diameter of a proton. Achieving this goal

required several engineering “tricks” and perseverance in reducing noises in the detectors. Noises

are discussed in detail in Section 3.2; here we describe the basic interferometer configuration,

shown in Figure 3.2.

A key extension to the basic Michelson interferometer configuration is the addition of

multiple coupled optical cavities. These cavities increase sensitivity, but maintaining resonances

poses a significant control problem. The interferometers consist of three primary resonant cavities.

The first is the power recycling cavity, which sends light from the symmetric port back into the

interferometer. The power recycling cavity is thus contained between the power recycling mirror

(PRM) an the beamsplitter (BS).

The other two resonant cavities are Fabry-Perot cavities in the two interferometer arms,

contained between an end test mass (ETM) and in input test mass (ITM). The ETMs have a

multilayer highly reflective coating, and the ITMs are designed to let a small fraction of light

into and out of the cavities. When the cavities are on resonance, the laser light is trapped for

order of hundreds of round trips, depending on the quality of the optical coatings. Relative phase

differences (for gravitational waves of adequately low frequencies) are amplified by a factor on the

order of the finesse of the cavity. Power in the arms is also amplified, which reduces photon shot

noise (Section 3.2).

The light source for the S5 interferometers is nominally a 10 W Nd:YAG stabilized laser

at 1064nm [62]. The laser is pre-stabilized in frequency against a reference cavity using the

Pound-Drever-Hall technique [63] and passed through a spatial mode cleaner before entering the
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Figure 3.1: Progression of strain noise in LIGO science runs [61]. Detector noise is expressed as

amplitude spectral density (the square root of the power spectrum) since the detectors measure

strain amplitudes. Four relatively short science runs occurred during the commissioning period,

as the detectors’ sensitivity consistently was improved. The solid line shows the design goal, which

was met in S5 across the band, except for the region below ∼ 70 Hz. Seismic noise was about ten

times worse than expected near the seismic wall frequency of ∼ 45 Hz [8].

interferometer [64].

Power is split into two sets of sidebands which are used as error signals to control the

interferometer optics’ degrees of freedom. The carrier controls the differential arm (DARM)

degree of freedom, i.e. the relative difference in length between the two interferometer arms. The

interferometer is operated so that the antisymmetric port is maintained, or “locked,” on a dark

fringe, and the antisymmetric error signal is used as the gravitational wave signal readout.
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Figure 3.2: Simplified schematic diagram of a LIGO detector. This diagram shows the basic

configuration, including the laser; the Fabry-Perot cavities between the input test masses (ITMs)

and end test masses (ETMs) for amplifying phase difference between arms; the photodetector

on the dark anti-symmetric (AS) port; and power recycling mirror (PRM) sending reflected light

from the beam splitter (BS) back into the interferometer, thereby increasing laser power in the

arms and minimizing shot noise. The six optics shown are suspended.

3.2 Noise

Any phenomenon other than a passing gravitational wave that breaks symmetry between the

interferometer’s two arms and moves the antisymmetric port from the dark fringe will cause noise.

Noises fall into one of two types: force noise — extraneous motions of the test masses; and sensing

noise — noise inherent in measuring the test mass displacement. In general force noises dominate

at lower frequencies and sensing noises dominate at higher frequencies, with the transition at

order 100 Hz. The major technical effort in creating gravitational wave interferometers with

astrophysical sensitivity is understanding and overcoming these noises.
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There are two noises which primarily limit the sensitivity of the LIGO detectors: seismic

and acoustic noise at low frequencies, and photon shot noise in the antisymmetric port photode-

tector at high frequencies. Figure 3.3 shows the S5 noise budget for H1 [8].

3.2.1 Seismic noise

Seismic noises are fundamental limiting noises for all ground-based interferometric detectors at low

frequencies. They arise from anthropogenic activity, wind coupling to the ground through various

mechanisms, earthquakes, waves lapping against distant shorelines (producing the “microseism”),

and the like. One of the principle reasons for putting an interferometric gravitational wave detector

in space (the LISA project) is to escape these noises.

Seismic/acoustic noises couple into the interferometer through the suspension to the op-

tics, which must be adequately isolated from the seismically active ground and from the external

acoustic environment. They make the interferometer cavities more difficult to bring into reso-

nance via the various control systems(“lock”), they can cause loss of lock, and they can limit

the sensitivity to gravitational waves. Isolation is provided by stacks supporting the optic sus-

pensions. The L1 detector has an additional active pre-isolation stage, due to higher levels of

anthropogenic and microseismic noises at the Louisiana site. This pre-isolation senses seismic

motions and compensates by moving in the opposite direction.

3.2.2 Shot noise

Photon shot noise arises from the quantum mechanical discreteness of light and is characterized

by poisson statistics. The shot-noise amplitude noise density for the detector is [8, 65]

h̃(f) =

√

π~λ

ηPBSc

√

1 + (4πfτs)2

4πτs
, (3.1)

where τs is the arm cavity storage time in the Fabry-Perot cavities, f is the gravitational wave

frequency, PBS is the power incident on the beamsplitter, λ is the frequency of the interferometer

carrier light, and η is the photodetector quantum efficiency. Shot noise can thus be reduced both

by increasing PBS, the photon number density at the beamsplitter, and by increasing the finesse

in the Fabry-Perot cavities, which increases τs. This is the reason for the power recycling resonant

cavities described in Section 3.1.
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3.2.3 Intrinsic thermal noise

A mechanical system such as a LIGO optic or its suspension is coupled to the external heat

reservoir. Mechanical vibrations in the systems can be damped dissipatively through this connec-

tion, but thermal fluctuations in the reservoir can also couple back into mechanical energy. This

connection is quantified in the fluctuation dissipation theorem [66].

The thermal noise power spectrum is proportional to the temperature, and this is the

reason some advanced detectors propose to use cryogenically cooled optics and suspensions[14]. It

also depends on the quality factor of the system. A higher quality factor means lower dissipative

loss, which conversely means less coupling to the external reservoir and less thermal fluctuation

forcing to the mechanical system. Therefore, designs with high quality factors are sought for the

optics and suspensions.

Suspension thermal noise appears most obviously in the spectrum from the interferome-

ter’s gravitational wave channel as forests of peaks at around 350 Hz, and their harmonics. Mirror

resonances tend to be at higher frequencies outside of the band relevant to this work.

3.2.4 Laser noise

Noise from the laser originates upstream from the beamsplitter, and in a perfect interferometer

laser frequency and intensity noises would both be “common mode” in the arms and would not

appear in the gravitational wave channel. However, due to asymmetries for example in alignment

this is not the case. Therefore the laser is stabilized both in frequency and in amplitude.

3.2.5 Other noises

There are many other potential sources of noise. Gas and dust in the interferometer beams could

cause transient symmetry breaking between the arms by obfuscating the interferometer beam,

resulting in sensing noise. Enclosing the beam in ultra-high vacuum (< 10−8 Torr) effectively

solves this problem. Control system circuits introduce noise. Gravitational gradients from sources

such as clouds and density changes in the crust under the site produce low frequency noises in

the regime that is already dominated by seismic noises. Ambient magnetic field gradients could

couple to the magnets affixed to optics as part of the coil driving system. Ambient electric fields

could couple to static charges on the optics. Sources of noise such as these become prevalent from

time to time in the system, and must be chased down by commissioning workers.
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3.3 Detector calibration

The LIGO detectors are designed to sense passing gravitational waves by monitoring the induced

differential separation of suspended test masses [67, 68]. A detector calibration response function

is necessary to interpret the detector’s output signal, obtained from a photodetector at the inter-

ferometer’s antisymmetric port, as differential length changes ∆L = Lx − Ly measured in meters

and thus the relative strain h = ∆L/L where L is the average arm length. Fiducial detector re-

sponse functions as a function of frequency are occasionally measured by moving test masses by a

known amount determined by counting fringes. The detector response changes by small amounts

due to drifting optical alignment which affects the light power in the arms, laser power drift, and

other causes. These changes are monitored via constant sinusoidal calibration lines injected via

actuation of test masses.

The LIGO detectors are conventionally calibrated via voice coil actuators coupled to

magnets directly affixed to the test masses [69–71]. This procedure is discussed in Section 3.3.2.

An alternative actuation technique makes use of so-called “photon calibrators,” which we discuss

in detail in Chapter 4. Before discussing these particular calibration techniques, we describe in

Section 3.3.1 the differential arm servo loop which produces the error signal we wish to calibrate.

3.3.1 DARM servo loop

We now present a brief description of the DARM (differential arm) loop, the primary control

loop that maintains the differential interferometer arm length [70]. The gravitational wave output

signal obtained from the photodetector at the interferometer’s antisymmetric port, is used as the

loop error signal. We relate this signal (DERR) to gravitational wave strain by

h(ω, t) ≡ Xext(ω, t)/L = R(ω, t)DERR(ω, t) (3.2)

where h(ω, t) is the strain, Xext is the differential test mass displacement due to an externally

induced motion, L is the interferometer arm length and R(ω, t) is the interferometer response

function in units of strain per DERR count.

A detector block diagram is shown in Figure 3.4. Xc is the corrective displacement due

to the servo which attempts to drive the residual displacement XR = Xext − Xc to zero. The

components of the loop are the interferometer sensing transfer function C(ω) relating differential

test mass displacement to the gravitational wave output; the digital filter transfer function D(ω)

relating gravitational wave output counts to voice coil drive counts; and the voice coil actuation

transfer function A(ω) relating voice coil drive counts to test mass displacement.
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Following the loop (Figure 3.4), we find

DERR(ω, t) =
C(ω)

1 +G(ω)
Xext(ω, t)/L, (3.3)

where the open loop gain, G(ω), is the (dimensionless) product of the three loop transfer functions,

G(ω) ≡ D(ω)A(ω)C(ω). (3.4)

Using Equation 3.2, we find the detector’s response function,

R(ω) =
1 + G(ω)

C(ω)
. (3.5)

3.3.2 Calibration via coil actuators

The goal of calibrating the detector is to produce the response function R(f) of Equation 3.5. If

a technique is available for displacing the test mass by a known magnitude and phase, then R(ω)

can be measured directly. This is the situation with the photon calibrator, as will be described in

Chapter 4.

However, such direct measurement is not possible with conventional calibration via coil

actuators. Instead, the response function is calculated from measurements of the open loop gain

G(ω) and the actuation function A(ω) and knowledge of the digital filter transfer function D(ω)

via equations 3.5 and 3.4. This procedure is described in detail in [70–74].

This can be done using the coil actuators affixed to the test masses, as follows. The

coil actuator transfer function A(ω) (converting coil drive counts to displacement in meters)

can be estimated for the input test masses at frequencies below ∼40 Hz, at a reference time.

Measurement techniques used (for example fringe counting and sign toggling [74]) require test

mass displacements on the order of λ = 1064 nm. Input test masses are used instead of end test

masses because the interferometer must be placed in a “simple Michelson”configuration consisting

only of the beamsplitter and the input test masses.

A(ω) is assumed to be linear down to displacements relevant to astrophysical gravitational

wave events, ∼ 10−18 m, some 12 orders of magnitude. It is extrapolated from near-DC up to

7 kHz to cover the bandwidth of the detector. This transfer function for the input test mass is

then bootstrapped to the end test masses by closing a feedback loop on the optical cavity of

a single interferometer arm, driving the input test mass at a known amplitude, and measuring

the response of the end test mass. With an estimate of A(ω) in hand, R(ω) is estimated at all

frequencies at the reference time.
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The interferometer sensing function C(ω) is sensitive to angular alignment and heating

of the test masses, and changes slightly on a timescale of minutes. Injected calibration lines are

used to track changes in R(ω) due to these changes in C(ω) relative to the fiducial calibration

at t0, G(ω, t0) = C(ω, t0)A(ω)D(ω). Calibration lines are produced in the gravitational wave

channel output by constant excitation of an end test mass at chosen frequencies. Changes in

the amplitudes of the lines in the gravitational wave channel output are monitored. Assuming

that fluctuations in the sensing function can be parameterized by a scalar multiplicative factor

α(t) [71], where α(t0) is taken to be 1, the calibration line amplitude is given by

Acal(t) = scal
α(t)C(ωcal, t0)

1 + α(t)G(ωcal, t0)
(3.6)

where Acal is the amplitude of the calibration line the gravitational wave channel output and

scal is the strain due to the calibration line, which is constant in time and will factor in the ratio

Acal(t)/Acal(t0). This ratio determines α(t) from directly measurable quantities. The digital filter

transfer function also changes occasionally when digital filters are changed; these changes can be

parameterized in a second scalar coefficient β(t). Then the response function propagated to a

time t from the fiducial transfer functions is given by

R(ω, t) =
1 + α(t)β(t)G(ω, t = 0)

α(t)C(ω, t = 0)
. (3.7)

3.3.3 S5 strain-calibrated data

The raw gravitational wave signal from the interferometer’s dark port must be calibrated before as-

trophysical interpretation is possible. This can be done once the detector response function R(t, f)

is known (Section 3.3. To facilitate analysis of data collected during S5, a strain-calibrated time

series referred to as “h(t)” was produced from the raw signal and stored in the data archives [75].

This calibrated data may then be used as the input to an S5 analysis. The Flare pipeline can use

either strain-calibrated data or raw data plus the detector response functions.

3.4 Data quality flags

During data collection during a science run, a detector and its environment are continuously

monitored by multiple channels. Abnormalities observed in these auxiliary channels can be used

to flag data segments that should not be used in astrophysical analysis, or that should only be

used with care.
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Some data quality (DQ) flags are set in real time by data monitoring tools, while others are

set after research by the Detector Characterization Group. There are four categories of DQ flags.

For the purposes of the S5 SGR search presented in Chapter 8, category 1 and category 2 flags mean

science is impossible with the flagged data (e.g. H1:OUT OF LOCK). If active category 1 or 2 flags

are found in an on-source region, that search is aborted. If they are found in a background region

those portions are excluded. Category 3 and category 4 flags (e.g. H1:WIND OVER 30MPH) are

less serious and can be handled in post-processing. We chose to ignore them for upper limits, as

they will tend to make loudest event upper limits more conservative. Candidate detection analysis

events in on-source regions would need to consider them in the follow-up. Lists of DQ flags used

in the analysis may be obtained from [76].

3.5 Antenna pattern of interferometric detectors

Passing gravitational waves causing spatial distortions aligned with the interferometer’s arms will

be optimally detected; such is the case with waves arriving from the detector’s zenith or nadir with

polarization aligned to the detector arms. Passing gravitational waves arriving from a location

along the arm bisector in the plane of the interferometer, on the other hand, cannot be detected.

Thus, sensitivity to gravitational waves depends on the gravitational wave source location relative

to the detector. The relevant angles are defined in Figure 3.5.

The incoming gravitational wave is subject to antenna functions describing the detector

response and given by [78]

F+
d (θ, φ, ψ) =

1

2
cos 2ψ

(

1 + cos2 θ
)

cos 2φ− sin 2ψ cos θ sin 2φ (3.8)

F×

d (θ, φ, ψ) = −1

2
sin 2ψ

(

1 + cos2 θ
)

cos 2φ− cos 2ψ cos θ sin 2φ. (3.9)

The detector response is then

h(t) = F+
d (θ, φ, ψ)h+(t) + F×

d (θ, φ, ψ)h×(t). (3.10)

We have plotted the antenna factors in spherical coordinates below. Figure 3.6 shows the detec-

tor response to a linearly plus-polarized gravitational wave in coordinates defined in Figure 3.5.

Figure 3.7 shows the detector response to a linearly cross-polarized gravitational wave. Figure 3.8

shows the detector response to unpolarized waves, that is, gravitational waves with equal ampli-

tudes in plus and cross polarizations.
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3.6 Future interferometric gravitational wave detectors

Because interferometric gravitational wave detectors are sensitive to gravitational wave strain

amplitudes and have an omnidirectional antenna pattern, increase in astrophysical reach – the

volume of space in which an astrophysical event of a particular class could be detected – goes as

the cube of the detector’s sensitivity.

Here we briefly describe two major advances in the state-of-the-art of interferometeric

gravitational wave detectors which are currently being implemented. Both are improvements

to the initial LIGO interferometers used in the SGR search presented here: “Enhanced LIGO”

(2009) [79] and “Advanced LIGO” (∼2014) [9, 80].

Advanced LIGO’s goal is to provide routine detection of gravitational waves, based in

current predictions, by increasing amplitude sensitivity of the initial LIGO detectors by a factor

of ∼10. This will be accomplished by reducing noise sources, by lengthening the Hanford 2 km

interferometer to 4 km, and by building in flexibility to the optical configuration to allow opti-

mization of the noise spectrum for different target sources. The laser power will be increased to

almost 200 W, reducing shot noise. More massive optics, improved optical coatings, larger beam

sizes on the test masses, and improved suspensions incorporating fused silica fibers will be used,

to decrease thermal noise. A more stable lock acquisition system will improve uptime. Active

seismic isolation, possibly including SPI, will decrease seismic noise across the seismic band and

also push the “seismic wall” down to about 10 Hz. An output mode cleaner and DC readout will

reduce noise. Table 3.1 compares initial LIGO and advanced LIGO. Figure 3.9 gives a schematic

of the Advanced LIGO configuration. Science operation is currently planned for 2014.

Table 3.1: Comparison of Advanced LIGO to initial LIGO.

initial LIGO Advanced LIGO

Minimum strain noise 3 × 10−23 Hz−1/2 2 × 10−24 Hz−1/2

NS inspiral range 15 Mpc 175 Mpc

Input laser power 10 W 180 W

Power in arm cavities 15 kW 800 kW

Test masses 10 kg glass 40 kg glass

Test mass Q ∼ 106 2 × 108

Suspension fiber Q ∼ 103 ∼ 3 × 107
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Enhanced LIGO is an intermediate station on the way to Advanced LIGO, with two

goals. First, Enhanced LIGO will double initial LIGO’s amplitude sensitivity in the two 4 km

interferometers. This sensitivity increase will then be used in an S6 science run, which will have

about an order of magnitude higher probability of a detection per unit time (roughly determined by

the cube of the sensitivity improvement). Second, the Enhanced LIGO upgrades will also be used

in Advanced LIGO. These include a 35 W laser (the first stage of the Advanced LIGO laser); an

advanced Electro-optic modulator for the laser frequency pre-stabilization system; active seismic

isolation; a DC readout; and an improved thermal compensation system. Therefore, Enhanced

LIGO provides an opportunity to develop and test these technologies.
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Figure 3.3: Noises in the LIGO detectors. The plot shows the major contributors to the H1

detector’s strain noise in S5. The top plot shows the force noises and the bottom plot shows the

sensing noises. The cyan curves show the root square sum of the known noise components, and

the black curve is the measured noise. Letters on the spectral peaks denote: c – calibration line;

p – power line harmonic; s – suspension vibrational mode; m – mirror vibrational mode. Figure

taken from [8].
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Figure 3.4: Block diagram of the interferometer servo loop. The gravitational wave output signal

is also the loop error signal DERR.
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Figure 3.5: Angles used in describing detector antenna pattern. The detector is located at the

origin of the unprimed coordinates, with arms pointing in the x and y directions. The gravitational

wave travels along the z′ direction, with polarization ellipse axes aligned with the x′ and y′ axes.

θ and φ are the standard altitude and azimuth angles defining the direction of the incoming wave

relative to interferometer. ψ gives the angle between the z-axis and one of the polarization ellipse

axes. Figure follows [77].
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Figure 3.6: Plus polarization antenna pattern for an interferometric gravitational wave detector.

The plot shows F 2
+ with ψ = 0 (changing ψ would scale the plot by a constant amount). The

interferometer would be in the center of the plot, with the view along the bisector of the arms. The

distance from a point of the plot surface to the interferometer is a measure for the gravitational

wave sensitivity in this direction.
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Figure 3.7: Cross polarization antenna pattern for an interferometric gravitational wave detector.

The plot shows F 2
× with ψ = 0 (changing ψ would scale the plot by a constant amount). The

interferometer would be in the center of the plot, with the view along the bisector of the arms. The

distance from a point of the plot surface to the interferometer is a measure for the gravitational

wave sensitivity in this direction.
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Figure 3.8: Antenna pattern for unpolarized gravitational waves for an interferometric gravita-

tional wave detector. The plot shows F 2
× + F 2

+, which is independent of ψ. The interferometer

would be in the center of the plot, with the view along the bisector of the arms. The distance from

a point of the plot surface to the interferometer is a measure for the gravitational wave sensitivity

in this direction.
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Figure 3.9: Simplified schematic diagram of a possible Advanced LIGO detector configuration.

The top set of optics is for a suspension point interferometer which is one advanced strategy for

reducing seismic noise [81]. Compare this figure to Figure 3.2.
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Chapter 4

Photon Calibrators

In this chapter we describe the LIGO photon calibrator (“pcal”) system [82–84] and discuss ad-

vances we have made in detector calibration.

Radiation pressure provides a relatively straightforward means of calibrating an interfer-

ometric gravitational wave detector. Photons from a laser transfer momentum to a test mass

whose displacement can be easily calculated. Radiation pressure calibration has significant ad-

vantages in addition to providing a physically independent check on the conventional voice coil

calibration. Photon calibrators have also been implemented at the Glasgow 10 m gravitational

wave detector [85] and the GEO600 gravitational wave detector [86].

Section 4.1 continues discussion of the calibration of the LIGO detectors begun in Sec-

tion 3.3, focusing on photon calibrators. Section 4.2 describes the LIGO photon calibrator imple-

mentation. Section 4.3.3 presents early measurements leading to discovery and characterization

of a discrepancy with the conventional voice coil calibration. Section 4.4 describes a recent use of

the photon calibrators to precisely calibrate the time delay in the detector response, uncovering

a second discrepancy with the conventional calibration. Section 4.5 briefly describes the current

status and suggests future directions.

4.1 Principles of operation

The goal of calibration is knowledge of the detector’s response function R(ω), which converts the

detector’s gravitational wave output signal to differential changes in arm length at any frequency

in the detector’s band, making physical and astrophysical interpretation possible. Both the voice

coil and pcal calibration methods rely on an absolute calibration of the actuator used to move the
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test mass.

4.1.1 A photon actuator

A beam of n photons of frequency ν reflecting with angle of incidence θ from the surface of a test

mass transfers momentum

pγ = 2
hνn

c
cos θ (4.1)

where h is Planck’s constant and c is the speed of light. The beam induces a force

F (t) =
dpγ

dt
=

2 cos θ

c

d (hνn)

dt
=

2 cos θ

c
P (t) (4.2)

where P (t) is the total reflected power. If we drive the test mass sinusoidally,

P (t) = Pdc + P sin (ωt) , (4.3)

where w is the angular frequency of the beam power modulation. Pdc pushes the test mass with

a constant force which is compensated for by the detectors’s length sensing and control system,

and is therefore unimportant in principle.

The test mass equation of motion, assuming a simple pendulum, is

F (t)

M
=

2 cos θ

Mc
P sin(ωt) = ẍ+ γẋ+ ω2

px (4.4)

where M is the mass of the test mass, γ is a damping coefficient, and ω2
p = g/l. If ω is much

greater than the pendulum resonance frequency, the solution is

x(ω) ≃ −2P cos θ

Mcω2
. (4.5)

Finally, we correct for beam positions on the test mass. If the photon calibrator beam is

not centered horizontally (vertically) on the test mass, it will cause an angular motion of the test

mass at frequency ω in yaw (pitch). If the main interferometer beam is perfectly centered there

will be no net effect in the gravitational wave output signal; however, if the main beam is not

centered, the interferometer will interpret the angular motion as longitudinal motion. For photon

calibrator beam offsets ax and ay, and main interferometer beam offsets bx and by, we have (to

lowest order in the offsets)

x(ω) ≃ −2P cos θ

Mcω2

(

1 +
axbxM

Ix
+
aybyM

Iy

)

, (4.6)

where Ix and Iy are the test mass moments of inertia around the yaw and pitch axes. The yaw

term is illustrated in Figure 4.1 with measurements we took in the summer of 2005. In practice, it

is difficult to precisely know the location of the interferometer beam, and these correction terms

are treated as a source of uncertainty.
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Figure 4.1: (a) The theoretical prediction of the yaw correction term 1 + axbxM/Ix for various

interferometer beam offsets as a function of photon calibrator beam offset. (b) Experimental

verification of the yaw correction term in equation 4.6 due to off-centered beams. The x-axis

shows approximate horizontal position of the photon calibrator beam relative to the center of the

test mass, and the y-axis shows the magnitude of the response function R(ω). We swept the beam

back and forth across the test mass several times to provide a sense of precision and check for

any systematic hysteresis. The fit to experimental data indicates that the main interferometer

beam at the time of the measurement was horizontally offset on the test mass by 2.8 mm to left

of center.
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4.1.2 Advantages of the photon calibrator

With the photon calibrator, we have an estimate for the test mass displacement Xext(ω0) for

the duration of an excitation at a frequency ω0 via equation 4.6 and we only need measure the

gravitational wave output DERR(ω0) to obtain R(ω0) via equation 3.2. Repeating this procedure

at frequencies across the detector’s sensitive band allows interpolation of the response function

R(ω) at the time of measurement.

In the case of calibration via voice coil actuators [70, 71], which are part of the servo

loop unlike the photon actuators, R(ω) is estimated from measurements of G(ω) and A(ω) and

knowledge of D(ω) as described in Section 3.3 and Equation 3.5. A(ω) is estimated for the input

test masses at a reference time. Measurement techniques use the interferometer laser wavelength as

a standard and require test mass displacements on the order of λ = 1064 nm [74]. A(ω) is assumed

to be linear down to displacements relevant to astrophysical gravitational wave events, ∼ 10−18

m, some 12 orders of magnitude. The transfer function for the input test mass is then propagated

to the end test masses by closing a feedback loop on the optical cavity of a single interferometer

arm, driving the input test mass at a known amplitude, and measuring the response of the end

test mass [70, 71].

The photon calibrator excitations, on the other hand, occur on a length scale similar

to expected test mass motions due to passing gravitational waves. Furthermore, excitations are

applied directly to the end test mass, not the input test mass, so no bootstrapping is required.

Finally, unlike the voice coil calibration method, the pcal method works with the detector in the

same state as used for collection of science quality data. This turns out to be significant, as

described in Section 4.5.

Other advantages of photon calibrators include actuation without any need to attach

objects to the interferometer’s test masses; actuation via devices located outside of the test mass

vacuum enclosure; ability to precisely measure and calibrate the interferometer delay in a relatively

simple way (see Section 4.4, and production of calibration results relatively quickly.

4.2 Implementation

Two photon calibrator units are mounted on each of the three LIGO interferometers, one near each

end test mass. The laser of each photon calibrator is aimed at an end test mass high reflectivity

(HR) surface. Either photon calibrator can be used to measure the response function of the given

interferometer; one on each end test mass provides redundancy and a consistency check.
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The major components of the system are a ∼ 500 mW 1047 nm Nd:YLF laser; an acousto-

optic modulator (AOM) which modulates the laser beam power; and a photodetector which mon-

itors a small fraction of the beam power transmitted by a partially reflecting mirror. Monitoring

of the sample beam allows estimation of the output power of the system, and thus the amount of

test mass displacement, via Equation 4.6.

The setup is shown in Figure 4.5. First, the beam is sent through a polarizer to prevent

drift in beam polarization. The beam is then focused onto the AOM which modulates the power

into the deflected beam. Either the undeflected beam or the first order deflected beam (H1X, H1Y

and H2X use the deflected beam while H2Y, L1X and L1Y use the undeflected beam) encounters

a pickoff mirror that transmits a small fraction of the beam to the photodetector and reflects the

rest out of the enclosure, through the vacuum viewport, and onto the center of the test mass as

shown in Figure 4.2. The beam is focused so that the spot size on the test mass is ∼ 1 cm in

diameter. We note here that there are alternatives to sending the beam onto the center of the

test mass. For example, it has proven useful to split the beam into two spots around the center

of the optic, as illustrated in Figure 4.3 and this choice is discussed further in Section 6.8.2.

These components are mounted on an optical table which is enclosed in a box attached

to the beam tube near a fused silica glass viewport (see Figure 4.4) which provides a view of the

test mass at an angle of incidence of less than 10 degrees.

Two dedicated fast DAQ channels (16384 samples per second) have been commissioned

for each unit. One channel carries an excitation signal which drives the AOM, thereby controlling

the laser power; the other carries the output from the photodetector readout. These channels are

stored to tape.

4.3 Discovering a discrepancy

In this section, we summarize results of early pcal calibration measurements of the LIGO detec-

tors, estimate precision, and make a comparison with the conventional calibration with voice coil

actuators. This is work we carried out between the summer of 2005 and the summer of 2006.

4.3.1 Initial photon calibrator commissioning

We commissioned all four photon calibrator systems at the LIGO Hanford observatory in the

summer of 2005 [87]. These commissioning decisions were then replicated at the two Livingston

photon calibrator systems. Commissioning involved installation of the systems, development of
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Figure 4.2: Photograph of a LIGO ETM with an incident photon calibrator beam faintly visible

in the center. The edge of the optic is not clearly visible; the four bright spots are from the OSEM

sensors behind the optic, near its edge. The image has been color-inverted for clarity.

robust measurement techniques, and characterization of the systems and measurements made with

them. The six the photon calibrators were ready in time for the start of the S5 run, although

outstanding mysteries remained.

After installing the Hanford pcal systems, we calibrated the immediate laser power out

of the pcal units (before the beam enters the vacuum system, hereafter “immediate power”), in

terms of the AOM drive input DAQ channel counts, using a hand held laser power meter. We

refer to this as the “photodetector calibration,” and it produces a number – the calibration factor

αc.

The calibration factor is directly proportional to the power incident on the optic, which

is related to the immediate power

Poptic = (TVP) (RTM)Pi (4.7)

where the two multiplicative factors, viewport transmission TVP and test mass reflectivity RTM

are slightly less than 1, and it is assumed that there is no other power loss between the enclosure

and the optic. Pi, the immediate power emerging from the enclosure, can be written in terms of
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Figure 4.3: Diagrams of single beam (left) and split beam (right) photon calibrator setups, show-

ing the main interferometer beam (large red circle centered on optic) and the photon calibrator

beam(s) (smaller black circle(s)) incident on a test mass. The four-beam configuration has not

been implemented.

Figure 4.4: Top view of photon calibrator enclosure mounted near an end test mass. A beam

enters the vacuum chamber through a glass viewport and is aimed as close to the center of the

test mass as possible. In the case of the Hanford 4 km detector (shown here) the beam must pass

between two vertical baffle supports.

the directly measurable photodetector readout channel:

Pbox = αcPPD (4.8)
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Figure 4.5: Layout of a photon calibrator optical table showing major components of the system,

as commissioned in the summer of 2005. The beam passes through a polarizer and the AOM before

being emitted from the enclosure, through the viewport into the vacuum system and onto the test

mass. A small fraction of the beam is continuously picked off for readback by the photodetector,

so that power incident onto the test mass can be estimated.

where PPD is the number of analog-to-digital converter counts returned by the photodetector

readout channel, and αc is a conversion factor, which is also measurable.

Any uncertainty or error in either PPD or αc therefore contributes to the overall uncertainty

or error in the calibration. Uncertainty and error in PPD is negligible, but αc is a principle source

of both error and uncertainty at low frequencies . 800 Hz.

To measure αc, a handheld power meter was placed in front of the beam immediately before

it leaves the enclosure. ADC counts from the photodetector and the power (in mW) measured

by the power meter were recorded for several DC AOM driver inputs. These measurements were

made at DC; the transfer function between the input to the AOM driver and the beam power

incident on the power meter is flat from DC up to the highest frequency we are interested in,

∼2 kHz. These measurements are plotted, and fit with a line. An example is given in Figure 4.6.

We measured αc on each of the pcal units several times during the course of the summer
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Figure 4.6: Example photodetector conversion factor (αc) plot. Only the slope of the line is

important, as measurements will always be peak-to-peak.

to begin quantifying the uncertainty in this measurement, which dominates the pcal uncertainty

error budget due to the uncertainty in the laser power measurement using the hand held power

meter. We initially set the statistical uncertainty at 3% at a 1σ level (Table 4.2). In addition

to the statistical uncertainty in αc measurements, there is a ∼3% systematic error due to the

absolute calibration of the power meter used in the measurement.

We next quantified the transmission of the immediate power to power reflected off of the

test mass, P in Equation 4.6, for each of the four units. The immediate power suffers losses through

the vacuum viewport and imperfect reflectivity of the test mass. We inferred the transmission

through each of the four pcal viewports by measuring a reflected pcal laser beam from the outer

surface with the hand held power meter. The results are shown in Table 4.1; surprisingly, we

determined that one of the Hanford viewports was flawed and had much higher reflectivity than

the others, though this had only a small effect on the pcal uncertainty. Both Livingston viewports

were later found to suffer from the same effect. We inferred the reflectivity of the test mass

optic by direct measurements of test mass witness plates in the laboratory. The small optical

witness plates were given identical coatings to the actual optics at fabrication time. The results

of these measurements are shown in Figure 4.7. Both of these effects are accounted for in the pcal

displacement calculation; uncertainties in these measured values increase the uncertainty in the
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final pcal displacement, and hence calibration.

Table 4.1: Viewport reflectivities for the four Hanford photon calibrator units and the two Liv-

ingston units. Apparently, not all viewports received the same coatings. A 10% uncertainty on a

reflectivity measurement of 0.01 corresponds to an uncertainty in the transmitted power of 0.1%;

even with our conservative uncertainty estimate, reflectivity measurements of the three ∼ 1%

viewports contribute negligibly to the overall uncertainty. A 10% uncertainty on a measurement

of 0.07 gives (rounding up) a 1% contribution to the overall uncertainty in the calibration factor.

Viewport Reflectivity [%] Uncertainty [%]

H1X 7.1 1 or less

H1Y 1.1 negligible

L1X 6.7 1 or less

L1Y 7.1 1 or less

H2X 1.1 negligible

H2Y 0.8 negligible

We then made initial estimates of uncertainties from other measured quantities in Equa-

tion 4.6. Uncertainty in measurements of the detector response to the input excitation in the AS Q

gravitational wave channel depend on the SNR of the pcal signal; the test mass displacement am-

plitudes from the ∼300 mW beam excitations fall of as 1/f2, affecting the SNR proportionally.

This uncertainty was estimated from populations of measurements, and ranged from negligible

at the lower frequencies to dominant at higher frequencies. Estimates of the masses M of the

optics were carefully checked to avoid systematic errors. Determination of the mass of the optics

introduces an estimated random error of < 0.1% which is not significant compared to the other

errors. The same is true of the angle of incidence θ; uncertainty in the length measurements from

the LIGO as-built drawings negligibly affect the pcal calibration. However, we were forced to use

beams which did not strike the center of the test mass at both EndX and EndY due to baffles

support frames installed in the beam tubes between the viewport and the optic. In this initial

measurement, we did not account for this affect, although we developed the means for doing so

in the future. Using the measurements in Figure 4.1, we estimated systematic error from this

source, for these two pcal systems, to be 3%. These initial estimates, summarized in Table 4.2,

were conservative; follow-up measurements were planned for the future.

Next, we developed software capable of making response function measurements with the



49

2 4 6 8 10 12 14 16
0

1

2

3

4

5

6

7

8
x 10

−4

Angle [degrees]

F
ra

ct
io

n 
of

 tr
an

sm
itt

ed
 p

ow
er

Transmission Through Witness Plate

trial 1
trial 2
trial 3

Figure 4.7: Transmission fraction through an end test mass witness plate as a function of beam

incident angle. Transmission was measured with a spare pcal laser in the laboratory and a hand

held power meter.

photon calibrators in an automated fashion from the control room. This software performed

excitations and measured their response using “tdsresp,”[88] a simple channel excitation and

readback code in C; and reduced those measurements in a Matlab script with specific knowledge

of the various pcal units.

Finally, we used these tools and measurements to create plots of R(f), and compare them

to the coil calibration numbers [87]. Figure 4.8 shows the ratio of the pcal measurements to the

propagated coil actuator measurements. A significant systematic discrepancy is readily appar-

ent. The pcal response measurements put the detector sensitivities lower than the conventional

coil actuator response measurements. Furthermore, it is clear that the discrepancy grows with

frequency.

This 2005 result was the first measurement of a significant discrepancy between calibra-

tion via photon calibrators and calibration via coil actuators of an interferometric gravitational

wave detector. Other documented photon calibrator measurements did not uncover a significant

discrepancy, although the setups were subject to the same underlying problem. In [85], mea-

surements made with the Glasgow 10 m interferometer are not compared with coil calibration.
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Table 4.2: Initial conservative estimates of significant statistical uncertainties [%] and systematic

errors [%] for the Hanford photon calibrator units at the 1σ level, made during the summer of

2005. Uncertainty in measurement of the gravitational wave channel line peak is not included

here; for typical integration times and pcal power levels, it can range between negligible and

&10% depending on frequency. We have added the major individual sources of uncertainty listed

linearly.

H1X H1Y H2X H2Y

Photodetector Calibration 3 3 3 3

Viewport Transmission 1 - - -

Power Meter Systematic 3 3 3 3

Off-centered Beam Systematic 3 3 0 0

Overall 10 9 6 6

Measurements made with the GEO600 interferometer and published in 2006 found “reasonably

good agreement,” although the coil calibration measurements of the detector response did “tend

to be lower” than the photon calibrator measurements [86]. It would take a few years for this

situation to be resolved.

4.3.2 Towards resolving the discrepancy

While still in Hanford during the summer of 2005, we noticed that there was a ∼10% disagreement

in measuring photon calibrator beams between the power meter used in the αc pcal calibration

measurements (made by Ophir Optronics), and another hand-held power meter (made by Sci-

entech Inc.). After the eventual recalibration of both units by Scientech it was found that the

Scientech unit had been reading 6.70% low in laser power measurements and the Ophir unit had

been reading 4.04% high in power [89]. This accounted for 4% of the H1 and H2 photon calibrator

discrepancies with the conventional coil calibration. It also made it clear that a better absolute

laser power measuring system for determination of αc would be beneficial.

Back in New York in the autumn of 2005, we requested that sinusoidal excitations be

inserted into the interferometers near 1600Hz, using each of the six photon calibrators during the

early months of S5. The purpose of these lines was twofold: to monitor the detector responses

with an alternative method, and to continue characterizing the discrepancy. The line locations

are given in Table 4.3; we chose operating frequencies near 1600Hz to be high enough to limit
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Figure 4.8: The ratio of the pcal AS Q response measurements to the propagated coil actuator

measurements, presented to the LIGO Scientific Collaboration in the summer of 2005 [87]. A

discrepancy that grows generally with frequency is readily apparent in each of the four sets of

ratios. The pcal response function puts the detector sensitivities lower than the conventional coil

actuator response function. This was the first measurement of a discrepancy.

harmonics below 2 kHz, but to be low enough for reasonable integration times (∼1000 s). Access

to the interferometers during S5 for experiments leading to the resolution of the discrepancy was

restricted; a handful of lines across the spectrum would have been useful, but would have polluted

the S5 noise spectra.

To efficiently utilize continuous excitations, we developed an automated data monitoring

tool (DMT) named PhotonCal with which we could examine archived data remotely and calculate

the interferometer response function as measured by any photon calibrator unit. This tool builds

on the Matlab tool we created for local use at the Hanford site, but it is implemented within the C

DMT framework [90] which provides standardized services for data acquisition, graphical display

and distribution of measurements. PhotonCal repeatedly measures R at any pcal excitation

frequency by measuring the DARM ERR gravitational wave channel and one of the four pcal

excitation channels, and reducing the measurements with dictionary files constructed by a Matlab
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script containing measured pcal system parameters specific to each of the six units (H1X, H1Y,

H2X, H2Y, L1X, and L1Y) . In addition, PhotonCal monitors the detector state vector, so that

pcal measurements made while a detector is out of lock or otherwise not in science mode can be

flagged and discarded. An example of measurements made with 1024 s integrations at 1618.9 Hz

using the L1Y pcal is shown in Figure 4.9.

PhotonCal provides the capability to monitor trends in the long running ∼1600Hz pcal

lines over periods of months or years. Using PhotonCal we found the discrepancy to be stable to

better than 10% over a 6.5 month period from the beginning of the pcal lines in early November

2005 until mid-May 2006 [91].
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Figure 4.9: An example of PhotonCal DMT measurements made with 1024 s integrations at

1618.9Hz using the L1Y pcal unit. The time range on the x-axis spans from 2006 June 02

16:13:38 UTC (GPS 833300032) to 2006 June 03 19:32:02 UTC (GPS 833398336).

With the PhotonCal tool in hand, we made large collections of pcal measurements near

1600 Hz for each of the six pcal units, and compared them to the conventional coil response

function at the corresponding pcal frequency (Table 4.3). Large collections allowed us to mea-

sure a time-averaged pcal response function near 1600 Hz with precision limited by the pcal sys-
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tems themselves, not by the SNR ratio of the pcal excitation in the gravitational wave channel

DARM ERR. Results for the three interferometers are shown in Figures 4.11, 4.12, and 4.10, and

are summarized in Table 4.3. We note that the X and Y pcal units agree to 12% in H1, 1% in

H2, and 3% in L1. This agreement between X- and Y-arm pcals is within the uncertainty budget

given in Table 4.2. The relatively large disagreement in H1 could be related to the constraint

imposed on the H1 systems by the beam tube baffle supports, which require a significantly de-

centered pcal beam location on the test masses. This could cause the pcal beam to overlap the

main interferometer beam more or less, which would affect the magnitude of the discrepancy as

described below.

Table 4.3: Summary of photon calibrator discrepancy near 1600 Hz and 700 Hz. We chose pcal

excitation frequencies fpcal near 1600 Hz to be high enough to limit harmonics below 2 kHz, but

to be low enough for reasonable integration times (∼1000 s). Slightly different frequencies were

chosen near 1600 Hz for each pcal unit so that confusion between units would be impossible. The

719.1 Hz measurements were made with special lines which were only left on for ∼hours.
∣

∣R̄pcal

∣

∣

is the average value of the pcal response function magnitude measurements at fpcal. |Rcoil| is the

fiducial response function measured via coil actuators at fpcal. We verified that the difference

between the fiducial and propagated coil calibration is insignificant.

H1X H1Y H2X H2Y L1X L1Y

fpcal [Hz] 1605.7 1609.7 1622.9 1626.7 1613.9 1618.9
∣

∣R̄pcal

∣

∣ 1.6 × 10−14 1.9 × 10−14 1.0 × 10−14 9.9 × 10−15 5.8 × 10−15 5.6 × 10−15

∣

∣R̄pcal

∣

∣ / |Rcoil| 1.36 1.56 1.62 1.61 1.38 1.33

σ [%] 8 7 10 8 9 8

N 235 126 214 148 49 76

fpcal [Hz] 719.1 719.1 719.1 719.1
∣

∣R̄pcal

∣

∣ 4.8 × 10−15 4.6 × 10−14 2.3 × 10−15 2.4 × 10−15

∣

∣R̄pcal

∣

∣ / |Rcoil| 1.34 1.29 1.05 1.09

σ [%] 2 2 2 1

N 27 75 77 75
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Figure 4.10: L1X and L1Y pcal discrepancy near 1600 Hz. The vertical line is the fiducial response

function magnitude near the pcal excitation frequencies.

We then set out to make more detailed measurements of the discrepancy dependence on

frequency, which was difficult due to restrictions on access to the S5 detectors. We obtained

permission to place lines at 719.1 Hz in H1 and H2 for a short time (∼day). The results of these

measurements and comparisons to the measurements near 1600 Hz are shown in Figures 4.13

and 4.14 and summarized in Table 4.3. The H2 detector results show the same increase in dis-

crepancy with frequency evident in Figure 4.8. The H1 results on the other hand show less of a

dependence on frequency (which was also evident in Figure 4.8). This relative lack of frequency

dependence compared to the H2 detector is also likely related to the off-centered pcal beams in

the H1 detector.

The 719.1 Hz measurements allowed us to convince the S5 Run Committee to give us

IFO maintenance time to repeat the “swept sine” measurements made in the summer of 2005

(Figure 4.8) with relatively high frequency resolution. In the summer of 2006, in collaboration

with R. Savage and E. Goetz at the Hanford site and B. O’Reilly at the Livingston site, we made
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Figure 4.11: H1X and H1Y pcal discrepancy near 1600 Hz. The vertical line is the fiducial response

function magnitude near the pcal excitation frequencies.

swept sine pcal measurements at multiple frequencies up to about 1500 Hz. The results are shown

in Figure 4.15. These measurements confirmed the growth of the discrepancy with frequency.

They also confirmed that the discrepancy has a minimum value frequency near 400 Hz, which

may depend on the detector. We began to think in terms of a bipartite discrepancy, composed of

a frequency dependent part and a constant bias, possibly with different underlying mechanisms.

As work progressed and our confidence in the pcal measurements grew, we continued to

search for explanations for the discrepancy. One possibility for the frequency dependent part was

thermal expansion in the test mass substrate and HR coating. Since the pcal beam was nominally

coincident with the main interferometer beam on the optic, any bulges it caused could be sensed

by the interferometer and interpreted as a relative length change. We used the formalism in [92]

to make a simple model of the substrate bulging, which we found to be negligible. We then used

the formalism in [93] to model a bulge in the HR coating, assuming a “worst case” 180 degree

phase relative to the test mass displacement. We found that this effect could not be ruled out by
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Figure 4.12: H2X and H2Y pcal discrepancy near 1600 Hz. The vertical line is the fiducial response

function magnitude near the pcal excitation frequencies.

our simple model. We therefore decided to see whether aiming the pcal spot away from the IFO

beam would affect the discrepancy [94].

A “split beam” pcal configuration was implemented by R. Savage and E. Goetz at Han-

ford [95] (see Figure 4.3). Measurements made in this configuration showed that it eliminates the

frequency dependent component of the discrepancy with the coil calibration. The accepted ex-

planation, however, turned out not to be thermal expansion effects, but mechanical deformations

in the test mass caused by radiation pressure [96]. The frequency dependent mechanism in the

long-standing discrepancy had been found.

The low-frequency part of the discrepancy as of 2007 April is summarized in Table 4.4.

These measurements were made by R. Savage and E. Goetz using a procedure that involves

performing two swept-sine transfer function measurements between an actuator drive signal and

DARM ERR, one with the photon actuator and the other with the voice coil actuator. The ratio

of photon actuator transfer function and voice coil actuator transfer function measurements yields
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Figure 4.13: H1X and H1Y pcal discrepancy near 700 Hz and 1600Hz. Top plot shows H1X and

bottom plot shows H1Y. The relative lack of frequency dependence compared to the H2 detector

turned out to be related to the off-centered pcal beams in the H1 detector.
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Figure 4.14: H2X and H2Y pcal discrepancy near 700 Hz and 1600Hz. Top plot shows H2X and

bottom plot shows H2Y.
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Figure 4.15: The ratio of pcal DARM ERR response measurements to the propagated coil actu-

ator measurements, made in the summer of 2006.

the coil actuator calibration in meters per drive count, which can be compared to measurements

made via voice coil actuators.

4.3.3 Recent advances

After the S5 run ended on 2008 October 1, the detectors were available for a few weeks before the

interferometer rebuild for Enhanced LIGO and S6. During this period we worked with R. Savage

and E. Goetz to test and improve the precision of the photon calibrators. At the Hanford site,

we helped to characterize two new Labsphere (http://www.labsphere.com/) integrating spheres.

A “gold standard” integrating sphere was calibrated at the National Institute of Standards and

Technology (NIST) with an accuracy of 0.88% at the 2σ level [97]. We used the gold standard to

calibrate a “working standard,” which we carried to the end stations to calibrate the pcal systems.

These integrating sphere measurements of αc are good to about 1% at the 2σ level. This advance

gives an overall estimated photon calibrator precision of ∼3% at the 2σ level [98]. This precision

is much higher than what can be acheived with the voice coil calibrators (6%–8% at 1σ).
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Table 4.4: Summary of photon calibrator agreement with standard calibrations of the voice coil

actuators, for the six pcal units, as of April 2007 [84]. These results are averages over multiple

measurements between 50 and 400 Hz. Measurements for H1X had not yet been performed.

Test Mass Pcal ETM Cal V2 Standard ETM Cal Pcal / Standard

[nm/ct] [nm/ct]

H1 ETMX N/A 0.470 N/A

H1 ETMY 0.567 0.489 1.16

H2 ETMX 0.559 0.482 1.16

H2 ETMY 0.612 0.523 1.17

L1 ETMX 0.291 0.255 1.14

L1 ETMY 0.258 0.239 1.08

Work done during this period by R. Savage and E. Goetz provides evidence that the

residual frequency independent part of the discrepancy might be due to an error in the official

calibration caused by assuming that measurements made with electronics in “acquire” mode are

valid in “science” mode [98].

4.4 Time delay measurement

Precise absolute timing is crucial for coherent analysis of gravitational wave data, for example

the analysis we present in Chapter 8. In Section 8.6.2 we show that a residual 30µs timing error

between pairs of detectors degrades the performance of our search by more than 10% at the highest

frequencies. This error was uncovered with the photon calibrators.

The photon calibrators were used to make a precise time delay measurement in the in-

terferometer [99]. We performed this measurement on the Hanford 4 km detector during a trip to

the site immediately following the S5 science run, in October of 2007, and Y. Aso subsequently

performed the analysis. The idea was to check the time delay considerations used in the conven-

tional calibration used to generate strain-calibrated data (so-called h(t), mentioned in Section 3.3),

before the initial LIGO detectors entered their violent commissioning transformation enroute to

becoming Enhanced LIGO a few weeks after the end of S5. What we found with the photon

calibrator measurements was both surprising and important.

The measurement was straightforward. In principle, a sine wave injected into the photon
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calibrator AOM input causes a sine-modulated laser to excite the ETM, thereby inducing a sine

wave response in the detector’s gravitational wave output channel, which is recorded and then

converted into h(t) using the conventional detector calibration at some later time. The photon

calibrator excitation is also recorded digitally. The relative phases between the recorded photon

calibrator excitation and strain-calibrated data h(t) can be measured to determine the time delay

at that frequency. In practice, we injected two superposed sine waves, at 110 and 111 Hz, so that

we could determine time delays as large as ±1/(2∆f) = ±1/2 s by using the beats between the

sinusoids. A single sine wave at 110 Hz would only allow a time delay measurement modulo a half

cycle, or about ±10 ms, at best. We make no assumption about the sign of the relative delay. There

could be errors in the calibration model used to generate h(t) from the raw gravitational wave

data. Furthermore, delays in the pcal pickoff photodetector readback path, or data acquisition

system, could be relatively large. Details of the measurement and analysis are given in [99].

The h(t) stream attempts to record the strain measured by the detector via differential test

mass motions as a function of time. Therefore it accounts for sensing delays in the interferometer.

These delays include a data acquisition (DAQ) delay, and the light travel delay of 13.3µs. The

h(t) should be advanced by this amount, so that it is synchronized with the test mass excitations.

On the other hand, there are also delays in the pcal excitation record, relative to the actual test

mass excitations: a separate DAQ delay and 4µs in the pcal pickoff photodetector. The pcal

DAQ had been determined to be 25.5µs slower than the gravitational wave channel DAQ [100].

Therefore, we expect the pcal excitation record to be delayed by 25.5+4 = 29.5µs relative to h(t).

Instead we measured a time difference between the recorded pcal excitation and h(t) of 211.4µs,

with an uncertainty in the relative timing of about 1µs, with h(t) advanced relative to the pcal

drive. This implies an error of 182µs in the h(t) timing.

There turned out to be two errors in the calibration model. First, the model had incorrectly

assigned two additional delays to the interferometer sensing: a computer processing delay of 122µs,

and a sample and hold delay of the digital-to-analog (DAC) converters driving the coils of 30.5µs.

Second, the DAC delay had been assigned twice due to a sign error. The total mis-assigned delay

from these causes is thus 183µs. The actual delay used in the model was 187µs and the correct

delay should be 13.3µs, for a systematic error of 173.7µs. This means that there are still about

183−173.7 = 9.3µs of error that is not completely understood. This is just within LIGO’s original

requirement of 10µs.

This discovery resulted in a revised version of h(t). The photon calibrator once again

provided an invaluable independent calibration check.
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4.5 Future photon calibrators

Photon calibrators provide an independent calibration of LIGO’s three gravitational wave de-

tectors. Their nominal 2σ confidence error bars are currently estimated to be ∼3%, which is

significantly more precise than the conventional voice coil calibration, which has error bars of

between 6% and 8% at the 1σ level (see Section 8.6.2). Agreement with the official calibration via

voice coil actuators has been achieved to within error bars.

The photon calibrators have provided a valuable check on the voice coil calibration. They

have uncovered a significant timing error. They may also have uncovered an error due to assuming

that measurements made with electronics in“acquire”mode are valid in“science”mode. In general

they have helped us to better understand the detector calibration.

Advanced LIGO plans call for photon calibrators as a key element in the detector calibra-

tion chain [101]. One of the limitations with the photon calibrators as implemented in initial LIGO

was pcal SNR at high frequencies. Advanced LIGO’s order of magnitude amplitude sensitivity

improvement will give an SNR improvement to the photon calibrators, although we expect the

improvement to be closer to a factor of 3, since advanced LIGO optics are more massive than cur-

rent optics. SNR could be further improved by upgrading the pcal lasers. This simple calibration

system, now well-understood, which operates while the detectors are in their science-taking mode,

which uncovered problems with the coil actuation calibration, and which offers significantly higher

precision should be considered as the primary Advanced LIGO detector calibration system.
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Chapter 5

Flare Analysis Pipeline

In this chapter we describe the Flare analysis pipeline [102], an excess power type search method [78,

103, 104] designed to search for gravitational wave signals and using loudest event statistics to

estimate upper limits [105] on gravitational wave emission associated with astrophysical triggers.

The Flare pipeline (Figure 5.1) searches in data from either one or two detectors, and was the tool

used to complete the individual SGR burst search for the SGR 1806–20 giant flare and bursts

occurring during the first year of S5 (S5y1), described in Chapter 8. It is also the foundation of

the multiple SGR burst search pipeline, Stack-a-flare, described in Chapter 9.

Inputs to the Flare pipeline include gravitational wave detector data, information describ-

ing the set of astrophysical trigger events, and pipeline parameters. The astrophysical trigger

events and the pipeline parameters are stored in text files which are read by the pipeline, so it is

not necessary to change code or recompile before running a new externally triggered search. This

allows future externally triggered searches to be published with minimal LSC review.

Processing includes generation of analysis events (the fundamental objects used in com-

parisons of signals to noise and signals to other signals), determination of the significance of the

loudest on-source analysis event relative to the background, and estimation of upper limits.

Outputs include lists of characteristic properties of on-source analysis events, including

their significance relative to the background in terms of false alarm rates (FARs); upper limit

estimates for gravitational wave strain amplitude at the detector and (if source distance is known)

upper limit estimates for isotropic gravitational wave emission energy from the source, set using

various simulation waveform types; and a variety of plots and lists useful in establishing confidence

in the on-source analysis event significances and upper limits.
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Figure 5.1: Information flow chart of Flare pipeline. This diagram shows the procedure used to

analyze on-source regions to determine loudest on-source analysis events, and also the procedure

used to perform the Monte Carlo using simulations injected into the background region to estimate

loudest event upper limits. Except for the location of the analysis (on-source region or portion of

background region) and the lack or presence of an injection, the two procedures are identical. In

the post processing stage the loudest on-source analysis event is used, along with analysis events

associated with injected simulations, to generate an efficiency curve which yields 90% detection

efficiency loudest event upper limits. D1 and D2 represent LIGO detectors (with D2 optional);

BP is bandpass filtering; AEG is the analysis event generator, which is described in the text.
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5.1 A pipeline for triggered searches

It is often the case that astrophysical sources of potential transient gravitational waves emit

electromagnetic bursts coincidentally or nearly so. Since electromagnetic and gravitational waves

both travel at the speed of light, knowledge of the Earth crossing time of the electromagnetic event

is thus knowledge of the Earth crossing time of the gravitational wave. (Because electromagnetic

waves interact with intervening matter, over cosmological distances the electromagnetic burst

could arrive significantly after the gravitational wave, but this is not a concern for events occurring

in our cosmic neighborhood.) In addition, modern electromagnetic observations typically reveal

the sky position of the event, as is the case in the search which is the subject of this work.

Knowledge of time and sky position can be a great advantage to gravitational wave

searches. It allows us to calculate the detector response functions, allowing us to estimate upper

limits using simulated signals from the source. Furthermore, in the case of a global network of

gravitational wave detectors, a consistency cut can be applied to gravitational wave candidate

analysis events based on sky position. This knowledge also significantly decreases the computa-

tion resources necessary for the analysis. Also, strain upper limits are typically lower than for

untriggered “all-sky” searches, largely because they are more robust to loud glitches. Finally,

searches can be more scientifically interesting as they target specific events. In fact it is possible

with triggered searches to know the distance to the source, which means that the results can be

given in terms of isotropic gravitational wave energy emitted from the source instead of strain

amplitude at the detector. This ties the search to the astrophysical source instead of the detector

on Earth, which is bound to be more scientifically interesting. All of these advantages apply to

our search for gravitational waves from SGR bursts (Chapter 8).

5.2 Overview

The Flare pipeline can be used to find gravitational wave candidates and to estimate upper limits

using data from gravitational wave detectors. Available detector data are first divided into an

on-source region in which we might expect to find the gravitational wave signal associated with

the astrophysical trigger, and an off-source (or background) region which provides a background

for the search. The on-source region, which is a parameter of the search, should be large enough

to include most model predictions of the source. The off-source region should be close enough to

the on-source region to ensure similar detector behavior, and large enough to provide adequate

statistics.
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On-source and background segments are analyzed identically resulting in lists of analysis

events. The background is used to estimate the significance of on-source analysis events; significant

events, if any, are subject to additional environmental vetoes and consistency checks. Significance

is given in terms of FARs estimated from the background. Calculating FARs in a two-detector

search may be facilitated if necessary by time shifting data streams to increase the size of the

background ensemble, if we assume that the noises are ergodic. This assumption is commonly

made in current LIGO searches, which use time shifting techniques [106].

It is useful to compare the loudest on-source event to pre-determined FAR detection and

non-detection thresholds. These thresholds are essentially subjective. A reasonable non-detection

threshold might be one false detection in 10 years; an analysis event less significant than this is

unlikely to persuade the larger community of a detection. A reasonable detection threshold might

be one false detection in 100 years of sky observation; an analysis event more significant than this

which passes the detection checklist tests might persuade the larger community of a detection.

This corresponds to much less than 100 years of data in an externally triggered search such as

ours in which small regions of data around relatively rare astrophysical triggers are analyzed.

We can also use the Flare pipeline to estimate upper limits on gravitational wave strain

at the Earth via simulated signals injected into raw data (Section 5.6.1.) If distance to the

astrophysical source is known, upper limits on isotropic gravitational wave emission energy can

also be estimated. The on-source loudest event is used as a threshold for creating efficiency

curves from the simulations in both cases. (This efficiency curve threshold is unrelated to the

non-detection and detection thresholds mentioned above.) We note that upper limit estimates are

in general sensitive to the size of the on-source region, since longer stretches of noise are likely

to produce larger loudest events. Upper limits also depend on search pipeline parameter tuning

choices, detector sensitivity and antenna factors at the time of the burst, the loudest on-source

analysis event, and the simulation waveform class used.

These procedures will be explained in detail below.

5.3 Input: Astrophysical trigger events list

Any Flare pipeline externally triggered search is controlled by an ASCII file referred to as an

“events list,” which gives information about the astrophysical electromagnetic trigger events used

in the search. The events list for Flare pipeline is implemented with one line per upper limit.

Thus there are M lines per astrophysical trigger, where M is the number of simulation waveform
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classes with which to set upper limits. Each line contains the following columns:

1. astrophysical trigger name

2. astrophysical trigger GPS time

3. detector network that observed the event, after data quality cuts through category 2

4. source right ascension (degrees)

5. source declination (degrees)

6. distance to source (kpc)

7. on-source region seconds before and after trigger GPS time (two numbers separated by a

comma)

8. background region after data quality cuts through category 2 (Section 3.4) (comprised of mul-

tiple segments separated by semicolons, each segment defined by start and end GPS times

separated by a dash)

9. simulation waveform code, which determines what simulation config file the pipeline chooses.

Below is a line excerpted from the events list controlling the S5 first year SGR search presented

in Chapter 8 (the line has been wrapped to fit in the pagewidth):

827345255 827345255.000 L1H1H2 286.80970 9.32225 1.0000e+04 2,2

827344252-827344724;827344725-827346257 RDL_200ms1090Hz

The S5y1 SGR events list has 2280 such lines, controlling 190 distinct search on-source regions

each with 12 upper limits for 12 distinct waveform classes.

The detector network and background region are determined by consulting lists of data

quality segments for the individual detectors.

5.4 Processing: Generation of analysis events

Analysis events can be produced from either a single stream of raw detector data or two synchro-

nized (or time-shifted) streams from two detectors.

First, data are conditioned via digital filters. In two-detector searches a time delay is

applied as appropriate for the relative locations of astrophysical source and gravitational wave
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detectors. The power spectral density (PSD) or cross PSD is then calculated. The mean PSD

value from off-source data at each frequency bin is subtracted from elements of that frequency

bin to estimate excess power.

The pipeline can be run with the analysis event generator (AEG) in a time series mode or

in a clustering mode. In the time series mode the AEG produces as output an excess power type

time series (one detector) or a cross excess power time series (two detectors). This time series is a

projection of a time-frequency matrix onto the time axis, and this projection can be accomplished

by selecting pixels in different frequency bins at a given time in a variety of ways, as is optimal

for the expected signal. In the clustering mode the AEG produces a set of disconnected clusters,

which are the analysis events. The clustering mode typically gives higher sensitivity for signals

that are extended in both the time and frequency dimensions, as less noise is integrated along

with the signal. The time series mode is faster and has much tamer memory requirements.

5.4.1 Data conditioning

Data conditioning consists of zero-phase digital filtering in the time domain [107], first with a

bandpass filter and then with a composite notch filter. The raw calibrated LIGO power spectrum

is colored, and is characterized by a sensitive region between ∼60 Hz to ∼2 kHz which includes

a forest of narrow lines, with increasingly loud noise on either side of the sensitive band (see

Figure 3.1). Search sensitivity is increased by removing these insensitive regions from the data,

which would otherwise dominate weak signals and destroy bandwidth after transformation to

frequency domain. We therefore bandpass and notch the raw data with a 12th-order IIR bandpass

filter with 64–2048 Hz passband and a notch filter “trained” on off-source data. Training consists

of creating a high resolution power spectrum and iteratively finding and removing lines above a

specified significance threshold.

Long duration narrow band signals are not targeted by our search and their removal in the

time domain maximizes the useful bandwidth of the search. We remove narrow lines associated

with the power line harmonics at multiples of 60 Hz, the violin modes of the mirror suspension

wires, calibration lines, and persistent narrow band noise sources of unknown origin. In a two-

detector search, lines are found separately for each detector’s data stream, and the union of both

sets of lines are used to create a single notch filter.

A buffer interval of 10 seconds on each side of filtered data is discarded. This buffer is

significantly longer than the characteristic impulse and step response of the filters, as discussed

in Section B.1.
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Figure 5.2: Spectra of simulated L1 noise before data conditioning (background) and after data

conditioning (foreground). Spectral binwidth is 0.01 Hz. The spectra were made with 20 averages.

Data conditioning included application of a 64-2048 Hz bandpass filter and an automatically gen-

erated notch filter which attenuates lines larger than a specified threshold above the background.

The simulated data used to produce this plot matches the LIGO power spectrum bandpassed

between 64 and 2048 Hz and the data conditioning procedure is identical as for a real search.

After the data conditioning procedure the loudest lines have been attenuated (Figure 5.2),

and power on either side of the sensitive region has been removed.

5.4.2 Measuring excess power

Time-frequency spectrograms are then created from conditioned data for individual detectors from

a series of Blackman-windowed discrete Fourier transforms, of time length δt set by the target

signal duration. A tile is an estimate of the short-time Fourier transform of the data at a specific

time and frequency. Each column in the tiling corresponds to a time bin of width δt and each

row corresponds to a frequency bin of width δf , both linearly spaced, with δfδt = 1. Adjacent

time bins overlap by 0.9δt to guard against mismatch between prospective signals and tiling time
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bins. Larger overlaps require more computation and do not noticeably improve sensitivity (see

Section 6.3.1).

In a one-detector search, we then have a complex-valued time-frequency tiling from which

we calculate the real-valued one-sided PSD for every time bin. To do this we multiply each tile

value by its complex conjugate and normalize the result to account for sampling frequency and

windowing function. We discard frequency bins outside of the chosen search band.

In a two-detector search, we have two complex time-frequency tilings (one for each detec-

tor) from which we calculate

P
(12)
tf = Re

[

T
(1)
tf T

(2)
tf

∗

e−i2πf∆t
]

(5.1)

where T represents a tiling matrix and t and f are time and frequency bin indices, and (1) and (2)

denote the detector. Here ∆t is the gravitational wave crossing time difference between detectors;

this term takes care of applying the appropriate time difference between detector data streams in

the Fourier space, with the advantage of permitting sub-sample time delays, which significantly

increases the sensitivity at higher frequencies. The real part is kept, and normalization is applied

as in the one-detector case. To obtain a positive-definite statistic we take the absolute value of

each tile; this allows sensitivity to both strongly correlated and strongly anti-correlated signals in

the two (potentially misaligned) detectors.

Next, we use off-source data to remove the background noise power from each element of

the PSD time-frequency tiling. The elements are fit to a gamma distribution, and outliers above a

threshold (typically four standard deviations) are discarded. This process repeats until no outliers

remain.

In the one-detector case the data model could be a chi-square distribution, which is a

special case of the gamma distribution; in the two-detector case the data model could be a folded

normal product distribution. The gamma distribution fits the data well in both cases, with 90%

confidence interval values on the maximum likelihood estimates for the fit parameters constraining

those parameters at the percent level at every frequency bin in typical tilings.

The resulting estimate on the mean is subtracted from each element of the corresponding

frequency bin in the PSD matrix, giving a matrix of excess power (or “cross excess power” in the

two-detector case). We can also normalize each frequency bin element in the excess power matrix

by the resulting estimate on the standard deviation, giving a significance matrix.

To create an analysis event with a statistic of event loudness out of the excess power time-

frequency tiling, we project the tiling onto the time axis. For monochromatic target signals (such
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as neutron star ringdowns) we take the two loudest adjacent frequency tiles in every time bin.

Taking two tiles instead of one guards against mismatch between tiling frequency bin boundaries

and signal location. For wide-band target signals (such as WNBs) we include all frequency bins

within the search band in the projection.

We can also use a density-based clustering algorithm [108] which allows retention of signal

energy which might otherwise be fragmented in the case of extended signals in the time-frequency

plane. The analysis events correspond to discrete clusters found by the algorithm, and include

information on cluster central frequency, central time, bandwidth, duration, and so forth. The

statistic in this case is the sum over the cluster of tile significance.

5.5 Processing: Significance of on-source analysis events

We then have an algorithm capable of converting gravitational wave detector data streams into

analysis events with a loudness statistic. We can run the implementation of this algorithm on

a search on-source region and on a search background, producing on-source analysis events and

background analysis events. We can use the background analysis events to determine the signifi-

cance of the loudest on-source analysis event.

Our assumption when choosing the background region was that analysis events there are

not due to gravitational waves associated with the astrophysical trigger we are examining, and

therefore represent false alarms. We thus determine from the background region the FAR in Hz

as a function of analysis event loudness. We can use this knowledge to assign a false rate to the

loudest on-source analysis event, resulting in a statement such as “We would expect an event as

loud or louder than the loudest on-source event once per S−1 seconds of on-source data analyzed,”

where S is the FAR corresponding to the loudness statistic of the loudest on-source event. We note

here that the statement “once per 10 years of on-source data analyzed” is a different statement, for

an externally triggered search, than the statement “once per 10 years.” The first statement does

not take into account the rate of astrophysical triggers, whereas the second does. For example, if

the astrophysical trigger rate is 200 per year and the on-source size is 4 s, the first statement says

we would need to keep our detectors running at 100% duty cycle for about 4 × 105 years before

we would expect another false on-source analysis event of that loudness, making such an event

well above the detection threshold of once per 100 years.

On the other hand, if we analyze 100 4 s on-source regions (400 on-source seconds total)

and the loudest analysis event from all these on-source regions is approximately “once per 400
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seconds of on-source data analyzed,” then we cannot claim a detection. This illustrates how

proximity to an external astrophysical trigger increases the significance of an analysis event.

5.6 Processing: Estimating upper limits

Upper limits on gravitational wave strain and gravitational wave energy can be estimated via

simulated signals injected into the detector noise.

5.6.1 Simulations

The magnitude of the response excited in an interferometric detector by a passing wave depends

on the direction from which the wave arrives relative to the detector, and its polarization state,

and is customarily described by the antenna functions F+(θ, φ, ψ) and F×(θ, φ, ψ). Here θ is the

altitude of the source relative to the detector’s horizon, φ is the azimuth of the source relative to

the detector’s x-arm, and ψ is the polarization angle (see Figure 3.5). In a triggered search the

source location is well-known.

Our goal is to simulate incoming gravitational waves chosen from the “signal space.” The

pipeline measures the detector output hd(t) consisting of the detector signal response ξd(t) in the

presence of detector noise nd(t) (assuming a perfectly calibrated detector):

hd(t) = nd(t) + ξd(t), (5.2)

where the detector response ξd(t) is given by

ξd(t) = F+
d (θ, φ, ψ)h+(t) + F×

d (θ, φ, ψ)h×(t) (5.3)

with two independent polarization states h+(t) and h×(t), and with the antenna functions given

by [78]

F+
d (θ, φ, ψ) =

1

2
cos 2ψ

(

1 + cos2 θ
)

cos 2φ− sin 2ψ cos θ sin 2φ (5.4)

F×

d (θ, φ, ψ) = −1

2
sin 2ψ

(

1 + cos2 θ
)

cos 2φ− cos 2ψ cos θ sin 2φ. (5.5)

Note that [31] uses a different coordinate definition gives the antenna functions in a slightly dif-

ferent form.

We simulate a detector response ξsimd (t) by first generating waveforms hsim
+ (t) and hsim

× (t).

Generation of waveforms is discussed for the case of white noise bursts in Section 5.6.5 and for the

case of ringdowns in Section 5.6.4. In this work the energy in hsim
+ and hsim

× is chosen to be the
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same, where the energy in any localized discrete signal h(t) is defined as the square of the root

sum square (rss) strain

h2
rss =

1

fs

∑

i

h2
i , (5.6)

where fs is the sampling frequency and i is the discrete time index. The total simulation hrss is

then defined as

hsim
rss =

√

1

fs

∑

i

(

hsim
+i + hsim

×i

)

. (5.7)

The h90%
rss sensitivities discussed throughout this work are estimates of the hrss of an incident wave.

For some polarization angle ψ we next calculate the antenna factors F+
d (θ, φ, ψ) and

F×

d (θ, φ, ψ), and explicitly construct the simulated detector response

ξsimd (t) = F+
d (θ, φ, ψ)hsim

+ (t) + F×

d (θ, φ, ψ)hsim
× (t). (5.8)

The simulated response ξsimd (t) is then injected at a random time location into 4 s noise

segments, which themselves are located randomly in time in the off-source region. In a two-

detector search this process is performed for each detector, with identical simulated waveforms

hsim
+ and hsim

× and polarization angle ψ.

5.6.2 Frequency domain gravitational wave crossing time delays

Because gravitational wave crossing times for gravitational waves from a particular source in the

sky will be different at non-co-located detectors, it is necessary for simulations to have the correct

gravitational wave crossing time delays applied. We apply delays relative to the crossing time at

the geocenter.

It is perhaps more intuitive to apply delays in the time domain, by simply shifting the

simulation start time relative to a given detector data stream. However, this necessarily limits

the delay resolution to 1/fs = 61µs. At 3 kHz, this is equivalent to 66 degrees of phase, which is

not acceptable for a coherent analysis method.

To circumvent this limitation we apply the gravitational wave crossing time delay ∆t in the

frequency domain. This requires Fourier transformation of the simulation time series, application

of the frequency-dependent term e2πif∆t to the Fourier series, and inverse Fourier transformation

back to the time domain.

The Flare frequency domain time-of-flight delay routine has been incorporated into the

BurstMDC simulation production package [109], which is the standard simulations engine used in

LIGOÊ all-sky burst searches as well as triggered searches.
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5.6.3 Gravitational wave emission energy of a simulation

The h90%
rss upper limit estimates correspond to gravitational wave emission energy upper limits.

The characteristic isotropic gravitational wave emission energy E90%
GW associated with a burst

depends on the simulation waveform and can be estimated via

EGW = 4πR2 c3

16πG

∫ ∞

−∞

(

(ḣ+)2 + (ḣ×)2
)

dt. (5.9)

This follows from the equation for the gravitational wave energy flux in the direction of propaga-

tion [110]. Here R is the distance to the source.

After the simulation has been constructed, EGW/R
2 is calculated from the simulation time

series and stored. In post processing, efficiency curves can be constructed from these values; if R

is known, efficiency curves can be constructed for EGW. This is beneficial, as gravitational wave

strain hrss is less familiar to the general astrophysical community than energy. Energy efficiency

curves are a major innovation of the Flare pipeline.

5.6.4 Generating ringdowns

Raw Flare pipeline ringdowns are generated as follows. First, the basic ringdown is created from a

sine wave with the requested frequency convoluted with an exponentially decaying envelope with

the requested τ . Then a second envelope (half of a Hanning window) is applied to the beginning

of the basic ringdown in order to cause a gradual ramp-up over the course of one cycle. The

simulation is then normalized to have an hrss equal to 1.

5.6.5 Generating white noise bursts

Raw Flare pipeline white noise bursts are generated as follows. First, an adequately long white

noise time series is randomly generated. This time series is iteratively convoluted with a Blackman

window and a bandpass filter. The Blackman window limits the white noise in time, and the

bandpass filter limits the white noise in frequency. The Blackman window is designed to give

the requested WNB duration after iteration with the bandpass filter, such that 90% of the final

signal energy is contained within the requested duration. The bandpass filter has six second order

sections and a passband equal to the requested WNB frequency band. The time- and band-limited

WNB is then normalized to have an hrss equal to 1.
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5.6.6 Estimating detection efficiencies

Post processing consists of constructing efficiency curves by repeatedly analyzing 4 s segments,

each containing a single simulation created with a range of hsim
rss values, and comparing the loudest

simulation analysis event within 100 ms (for RDs) or 50 ms (for WNBs) of the known injection

time to the loudest on-source analysis event (see Section 6.3.2). The range of hrss values must be

chosen so that the smallest value produces simulations that are always lost in the noise, and the

largest value produces simulations that are typically detected with very large SNRs. The Esim
GW or

hsim
rss value at 90% detection efficiency (E90%

GW or h90%
rss ) occurs where 90% of the loudest simulation

analysis events are larger than the loudest on-source event.

For any given on-source region this results in four arrays of numbers, each of which has

length equal to the number of injected simulations used to estimate the upper limit. The first

contains the hrss values of injected simulations. The second contains the calculated EGW values of

injected simulations, or EGW/R
2 if the distance to the source R is not known. The third contains

the loudness of the analysis event associated with the injected simulation. The fourth contains

boolean values indicating whether the associated analysis event was larger then the loudest on-

source analysis event or not.

The hrss and loudness arrays can be used to make a plot of injected hrss versus detected

loudness. We refer to this as a “conversion curve,” since it allows an empirical conversion from

analysis event loudness to waveform hrss. At very high energies the loudest analysis event associ-

ated with an injection is likely due to the simulation. At very low energies the simulations are lost

in the noise and the loudest associated analysis event is likely due to a local noise. The conversion

curve is a useful diagnostic tool; technical problems preventing efficient detection of simulations

are readily revealed in the conversion curve. Examples of conversion curves are given in Figure 5.5

and Figure 5.6. The dotted lines indicate the threshold used in constructing the efficiency curve,

set by the loudest analysis event in a 4 s on-source region. The dark solid lines are a curve fit to

the data, shown for reference.

The hrss and boolean (or the EGW and boolean) arrays can be used to construct the

efficiency curve, with the hrss (or EGW) values on the x-axis. The y-axis indicates the fraction

of analysis events associated with an injected simulation of hrss as given by the x-axis which are

louder than the loudest on-source event. In the case of simulation hrss values which range over a

discrete set of scale factors, the y-axis value is simply this fraction. Binomial error bars may be

added to these data points using

σ =
√

r(1 − r)/N (5.10)
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where N is the total number of simulations at a given hsim
rss value.

However, we are typically interested in the h90%
rss or h50%

rss value, that is the hrss of simu-

lations whose associated analysis event is louder than the loudest on-source analysis event 90%

or 50% of the time. Since we don’t know this value ahead of time, it is necessary to interpolate

between the hrss values associated with the discrete scale factors. This is best done by fitting with

a sigmoid function. The Flare efficiency curve fitting routine uses two functions to perform these

fits: a four-parameter fit based on the logistics function, and a five-parameter fit based on the

complementary error function. The models were chosen on empirical grounds.

The logistics function fit is given by

f(x) = κ+
(

e−α(x−β) + 1/(1 − κ)
)−1

(5.11)

where κ, α and β are fit parameters. The variable x is first scaled by a fourth parameter before

being given to Matlab’s nlinfit routine with the above three-parameter fit model. This model

works well for efficiency curves with steep transitions between the no-detection hrss regime and

the easily-detected regime, such as circularly-polarized ringdowns. An example efficiency curve

made with the logistics function fit is given in Figure 5.5.

The complementary error function fit uses the variable

a ≡ log10(x) − α, (5.12)

with the model given by

f(a) =







κ+ erfc(|a/βeaγ |)(1/2 − κ) if a < 0

1 − 1
2erfc(|a/βeaδ|) otherwise

where α, β, γ, δ, κ fit parameters. It works well for efficiency curves with shallow transitions be-

tween the no-detection hrss regime and the easily-detected regime, such as linearly-polarized ring-

downs. An example efficiency curve made with the logistics function fit is given in Figure 5.6.

In the case of simulation hrss values which range over continuous and randomly chosen

values, a sigmoid fit is required to interpret the array of boolean values. The sigmoid fit models

work well with continuous or discrete simulation hrss values. However, use of randomly ranging

simulation hrss values typically ensures a robust sigmoid fit with fewer simulations than use of

discrete scale factors, especially for efficiency curves with steep transitions. For a good fit it is

necessary to have at least one measurement on the transition; if the transition is steep, this requires

a fine spacing of scale factors in a discrete fit. On the other hand, with randomly chosen continuous

values of hrss a plot with both the sigmoid fit and pleasingly congruent measurement values cannot
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be produced; an approximation can be made using a running average as in Figure 5.9. Because a

referee once asked for efficiency curves made with randomly chosen values of hrss to be replaced

with the discrete versions, we now prefer the discrete versions. The Flare pipeline can produce

either.

The Flare efficiency curve fitting routine has been incorporated into the X-Pipeline burst

search pipeline [111], a testament to its robustness, generality, and ease-of-use.

5.7 Estimating upper limit uncertainties

Uncertainties in an upper limit are folded in, increasing the upper limit. Uncertainty comes

primarily from two sources: the Monte Carlo estimation procedure, and the detector calibrations.

5.7.1 Statistical uncertainty for a finite simulation

Statistical uncertainty arising from using a finite number of injected simulations may be estimated

with the bootstrap method using M ensembles [112]. This is done by running the efficiency curve

fitting routine M times, sampling with replacement from the original ensemble.

We show two plots from the distribution of EGW at 90% detection efficiency from the

bootstrap routine used to estimate statistical uncertainty in post-processing (Figure 5.10 and

Figure 5.11). These demonstrate that the sigmoid curve fitting and bootstrap procedures are

well-behaved.

5.7.2 Calibration uncertainty

The detector calibration statistical uncertainty is typically characterized by two numbers: 1-σ

statistical amplitude uncertainty and 1-σ statistical phase uncertainty in degrees.

Amplitude 1-σ uncertainties are multiplied by a factor of 1.28 to get amplitude uncertainty

at 90% confidence. For upper limits on two-detector networks, the larger amplitude calibration

uncertainty is chosen.

Phase calibration uncertainty is incorporated into strain upper limits by estimating its

effect on the recoverability of simulations. Once known, this value is added in quadrature to the

calibration magnitude uncertainty.

For single-detector searches the calibration phase uncertainty is assumed to have a neg-

ligible effect. For each simulation type in a two-detector search, a Monte Carlo simulation is

performed. For each of many trials a phase error is chosen randomly for simulations generated
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for each detector, from a Gaussian distribution with standard deviation set by the appropriate

statistical phase uncertainty for that detector, multiplied by a factor of 1.28 to approximate the

90% confidence level. These phase errors are converted into timing errors at a characteristic sim-

ulation frequency. The timing errors increase with frequency. For monochromatic signals such as

RDs, the simulation frequency is chosen. For wide band simulations such as band-limited WNBs,

the highest frequency in the WNB band is conservatively chosen.

The simulations are injected into white noise (with simulation hrss chosen to give a de-

cent signal-to-noise ratio) each shifted in time with the chosen timing error, which could be of

either sign. The two noise-plus-simulation streams are then fed through the pipeline and the

resulting loudness statistic Z of the recovered simulation is recorded. After many trials, an “error

distribution” in Z can be examined.

This error distribution is then compared to a “control distribution” created in an identical

manner except without any shifts due to timing errors. The means of the error distribution and

the control distribution µe and µc are estimated. In the presence of a significant degradation due

to an introduced phase error we expect µe < µc. The percent difference between the means of the

distributions gives an estimate of the 90% confidence uncertainty in simulation amplitude recovery

due to calibration phase uncertainty. The case µe > µc implies that there is no significant effect.

The resulting overall effect of calibration statistical uncertainty on simulation amplitudes

is then used to scale strain upper limits.

5.7.3 Energy upper limit uncertainty

For monochromatic simulations such as neutron star ringdowns, EGW is proportional to the square

of the simulation strain amplitude.

This is not true for individual large band simulations such as white noise bursts. However,

it is true for the ensemble averages of independently-generated white noise bursts.

Therefore, so long as adequately many simulations are used, an uncertainty in a strain

upper limit expressed as a multiplicative factor may be squared and applied to the corresponding

energy upper limit. Since calibration uncertainties and errors are understood in terms of their

effect on strain upper limits, we use this method to estimate their effect on energy upper limits.

Because statistical uncertainty due to finite simulations is estimated directly via bootstrap

method, estimates of uncertainty from this source are independently obtained for the strain and

energy upper limit cases.



79

(a)

(b)

Figure 5.3: (a) Distribution of power in tiles in a randomly chosen frequency bin in the one-

detector power tiling. The data was fit to a gamma PDF. The 90% confidence interval values on

the maximum likelihood estimates for the parameters of the gamma distribution fit agree with the

parameters to ∼1%. (b) Distribution of power in tiles in a randomly chosen frequency bin in the

two-detector tiling. The data was also fit to a gamma PDF. The 90% confidence interval values

on the maximum likelihood estimates for the parameters of the gamma distribution fit agree with

the parameters to ∼1%.
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Figure 5.4: Example of a rate versus threshold plot. Blue points are the cumulative histogram

of the background region analysis events and red points are the cumulative histogram of the

on-source region analysis events.
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Figure 5.5: (top) Conversion curve from two-detector simulated data search for neutron star ring-

down simulations at 1590 Hz with circular polarization. Each point represents the loudest event

recovered within 200 ms of an injected simulation. The dotted line indicates the threshold used in

constructing the efficiency curve, set by the loudest event in a 4 s on-source region. Polarization

angle ψ was chosen randomly for each simulation. (bottom) Efficiency curve corresponding to

(a). h90%
rss may be obtained by finding the simulation hrss value at which the curve crosses the 0.9

fraction detected level. Detectability of circularly polarized ringdowns does not depends on ψ;

this accounts for the relatively steep transition in the efficiency curves which favors the logistics

function sigmoid fit model.
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Figure 5.6: Conversion curve (top) and efficiency curve (bottom) from two-detector simulated

data search for neutron star ringdown simulations at 1590 Hz with linear polarization. A 4 s

loudest event segment length was used. Polarization angle ψ was chosen randomly for each

simulation. Detectability of linearly polarized ringdowns depends on ψ; this accounts for the

relatively shallow transition in the efficiency curves, favoring the complementary error function

sigmoid fit model.
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Figure 5.7: WNB efficiency curves for 100 ms duration 100-200Hz WNBs. (top) hrss efficiency

curve. (bottom) Corresponding EGW efficiency curve.
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Figure 5.8: WNB efficiency curves for 100 ms duration 100-1000Hz WNBs. (top) hrss efficiency

curve. (bottom) Corresponding EGW efficiency curve.
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Figure 5.9: Efficiency curve from simulations with randomly chosen continuous hrss values. The

boolean values from comparisons between the loudest on-source analysis event and the analysis

event associated with an injected simulation are shown as triangles. The fit model is the logistics

function in Equation 5.11.
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Figure 5.10: Histogram of EGW at 90% detection efficiency for 1000 bootstrap ensembles, for

11ms100-200Hz WNB, for the SGR 1806–20 060806 event. The lines are the 90% two-sided

confidence interval.
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Figure 5.11: Histogram of EGW at 90% detection efficiency for 1000 bootstrap ensembles, for

τ =200 ms linear RD at 2590Hz, for the 060806 event from SGR 1806–20. The lines are the 90%

two-sided confidence interval.



88

Chapter 6

Flare Pipeline Characterization

and Validation

In this chapter we describe tests and validations of the Flare pipeline. We begin by describing a

basic check, recovery of “hardware injections,” simulated signals injected directly into the interfer-

ometer via actuators on the optics (e.g. the photon calibrator or coils), with the Flare pipeline.

We next describe technical checks of the analysis event generator stage of the pipeline and the

internal simulations engine. We then test the sensitivity of the pipeline to simulations injected

into simulated data. Next, we describe early comparisons made between Flare pipeline and a prin-

ciple coherent LSC burst pipeline (coherent WaveBurst) using real data to analyze GRB 070201.

Finally, we describe comparisons between Flare pipeline, the other principle coherent LSC burst

pipeline (X-Pipeline), and the LSC matched filter CBC pipeline made with CBC simulations into

simulated data.

6.1 Hardware injections

Hardware injections are permanently added to the detector’s data stream using a test mass actua-

tor such as the photon calibrator. They can take any morphological form, including astrophysically

motivated forms simulating supernovae, CBC events, etc. Here we describe Flare pipeline recovery

of various sine-Gaussian hardware injections which were created with coil actuators.

Recovery of hardware injections comprises the most comprehensive single test of an ex-

ternally triggered analysis pipeline, as the pipeline may be run as in a real search. Knowledge of
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the hardware injection time is equivalent to an external trigger time.

The first method of hardware injection recovery, performed with an early version of the

Flare pipeline, examined injection sets from the S4 run, 235 Hz and 914 Hz sine-Gaussians with

known hrss values of [8, 4, 2, 1, and 0.5]×10−21 spaced 10 s apart. There were 15 such sets at each of

the two frequencies in S4, 14 of which were usable [113]. These 14 sets were recovered with the Flare

pipeline running on uncalibrated S4 gravitational wave data; Flare performs calibration internally

using the response function and cavity gain factors prepared by the calibration team. The method

was to inject inverse-calibrated software simulations swept in hrss. Recovered loudness values for

the software simulations were linear with injected hrss; this linear relationship was quantified with

a fit, which was then applied to the recovered hardware injections. The results are plotted against

the known hrss values of the injections in Figures 6.1, 6.2 and 6.3. In the figures, the “cal curve”

referred to on the y-axis is a conversion curve such as described in Section 5.6.6.

The second method was performed with the mature pipeline, and again was based on

comparison between recovered hardware and software simulations. The hardware injection set

examined was in S5, comprised of 914 Hz Q9 sine-Gaussians of various amplitudes and relative time

offsets between detectors (part of “S5 burst set 6”). We examined 114 such hardware injections

placed into S5 data in the three interferometers between Jan. 19 2006 16:24:36 UTC (GPS

821723090) and Sep. 25 2007 01:53:59 UTC (GPS 874720453) [114]. We performed N software

injections at the known hardware injection hrss, and then recovered the hardware injection N

times using time-shifted Flare pipeline TF pixel bin edges. Each hardware injection was recovered,

when possible, for multiple detector combinations: the H1 detector only; the L1 detector only,

and the coherent H1–L1 pair. The result was two histograms per hardware injection per detector

combination; the mean values were then compared. An example is shown in Figure 6.4. A few

injections occurred during stretches of poor quality data, or were near glitches, and were discarded.

These problematic injections caused bimodal distributions such as shown in Figure 6.5. After

discarding problematic injections average agreement was within 3% over all trials..

Hardware injection recovery tests run automatically each night as part of the test suite

described in Section 6.5.

6.2 Technical validations and formal review

Hardware injections already provide a rigorous validation of the AEG stage of the Flare pipeline.

In Appendix B we present additional technical validations. The pipeline underwent a formal code
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Figure 6.1: Recovery of 235 Hz S4 hardware injections, using unpropagated detector response

function for inverse calibrating injections. Agreement between known and measured values for

the largest hardware injection is better than 0.5%. Agreement between known and measured

values for the smallest injection is 8%, which is less than one standard deviation (12%). The line

in the plot has a slope of unity and represents perfect recovery of hardware injections. Parameters

used were nfft=2048 samples (1/8 s), and overlap = 97%.

review performed by an LSC review committee, and some of these additional checks were done as

part of the formal review process.

6.3 Choosing pipeline parameters

6.3.1 Fourier transform overlap

We use an overlap of 90% when making spectrograms for all searches. We have performed exper-

iments which show that, in general, larger overlap values improve sensitivity. However, overlap

values over 90% do not significantly improve results, but do cause searches to run significantly

more slowly.
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Figure 6.2: 235 Hz S4 hardware injections, using propagated detector response function for inverse

calibrating injections. Agreement between known and measured values for the largest hardware

injection is better than 2%. Agreement between known and measured values for the smallest

injection is 6%, which is less than one standard deviation (14%). The line in the plot has a slope

of unity and represents perfect recovery of hardware injections. Parameters used were nfft=2048

samples, and overlap = 94%.

As an example, we present simulation results on 64–1024 Hz band WNBs, with Fourier

transform length of 1024 samples (1/16 s). In this typical case, we find no significant relationship

between increasing overlap and h90%
rss sensitivity beyond overlap of 90% (Table 6.1).

Tests such as this have been performed on many different kinds of waveforms, including

other flavors of WNBs, and SGs, and for many different values of Fourier transform length.

6.3.2 Injection coincidence time window

In order to create an efficiency curve, we need to detect simulated injections into the noise.

Constructing the curve from a set of injections has two free parameters. One is the threshold for

claiming detection of the simulation, which we determine from the loudest on-source event (or
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Figure 6.3: 914 Hz S4 hardware injections, using unpropagated detector response function for

inverse calibrating injections. Agreement between known and measured values for the largest

hardware injection is better than 5%. Known and measured values for the smallest injection do

not agree, because at this frequency this injection is lost in the noise and undetectable. The line

in the plot has a slope of unity and represents perfect recovery of hardware injections. Parameters

used were nfft=2048 samples (1/8 s), and overlap = 97%.

some similar observable in the case of a simulated sensitivity study). The second is the amount of

time around the injection in which to look for events above the threshold. We refer to this region

as the injection tme coincidence window.

The injection time coincidence window is set by the amount of time before and after a

given injected simulation in which to search for an event above the efficiency curve threshold. If

the injection time coincidence window is set to be equal to the on-source length, then in a loudest

event search it is likely to find a false alarm within the window. In this case the efficiency curve

will go to 100% at large injection energies, but it will approach some large fraction Pfalse as the

hrss of the injections goes to zero. The precise value of Pfalse depends on the particular loudest

event of the search and the FAR rates of the noise.

Such an efficiency curve may give a misleading estimate of the actual detection efficiency of
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Figure 6.4: Example of a 914 Hz S5 hardware injection recovered with the second method described

in the text. The recovered hardware injection distribution is narrower than the recovered software

injection distribution because each software injection is added to a different span of noise. The

width of the hardware injection distribution is a measure of the effect of time binning boundaries

in the analysis only, as hardware injections are of course fixed relative to the noise background.

Average agreement over all hardware injections (including problematic injections) was better than

10%. After discarding problematic injections average agreement was within 3% over all trials.

injected simulations, since it counts many false events as detections. This will give the impression

that the search is more sensitive than it really is. A more accurate (and conservative) estimate

may be obtained by using a smaller injection tme coincidence window. The optimum injection

time coincidence window choice is set to be as small as possible such that the efficiency curve

obtains 100% efficiency at high injection hrss values.

In Figure 6.6 we show efficiency curves for injection time coincidence windows of ±0.2,

±0.25, ±0.5, ±1, ±2, and ±4 s, for loudest event segment sizes of 4 and 180 s, using simulated

H1L1 data and 22 ms duration 100-200 Hz WNBs. Each of the twelve efficiency curves was

constructed from the same injection set. In each plot the efficiency curve threshold was set at the

90th percentile of a collection of 10 loudest events obtained by time shifting H1 and L1 simulated

data streams. The dramatic difference between the two plots is due to the different efficiency
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Figure 6.5: Histogram of 914 Hz S5 hardware injections recovered with the second method, H1

detector only. The bimodal distribution indicates problematic instances of hardware injections

above 0.5, possibly due to noisy data near the time of the injection.

curve thresholds. In the 180 s plot, there is agreement between h90%
rss values obtained from the

various injection time coincidence windows because even the largest window is much smaller than

the loudest event segment size. In the 4 s plot, however, the smallest h90%
rss value, obtained from

the ±4 s coincidence window, is 14% lower than the largest value, obtained from the ±0.2 s

coincidence window. The systematic error introduced by using the large coincidence windows

would likely be worse in an actual search, in which the efficiency threshold, set by a single loudest

event instead of the 90th percentile of a collection of loudest events, would likely be lower.

6.3.3 Upper limit dependence on duration of on-source region

During the validation and characterization stage of the project, we performed many closed box

SGR searches with different on-source regions, keeping other aspects of the searches identical. We

found that upper limits estimated from 180 s on-source durations were only 20 percent higher on

average than those estimated from 4 s on-source durations.
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Table 6.1: Overlap effect on sensitivity, for 64–1024 Hz band WNBs with Fourier transform length

of 1024 samples (1/16 s). We find no significant relationship between increasing overlap and h90%
rss

sensitivity beyond overlap of 90%

overlap sensitivity [strain/rtHz]

91% 1.01 × 10−21

92% 1.10 × 10−21

93% 1.02 × 10−21

94% 1.09 × 10−21

6.3.4 Off-source segment size

If data are stationary, the event-based off-source region is any usable data region excluding the

on-source region; in practice we choose off-source regions which are contiguous with the on-source

region. The off-source region serves several purposes. It is used to determine statistics in each

individual frequency bin in the time-frequency tiling. The mean and standard deviation from the

background may be used to transform a PSD matrix into an excess power matrix and a significance

matrix. The background can be studied to determine the stability of these statistics. It is also

used to determine a false alarm detection threshold.

These uses effectively set the minimum off-source region length. For the sake of deter-

mining statistics to be applied in a search, we choose a maximum acceptable tolerance in the

gamma-distribution fit parameters and then require a large enough off-source region to obtain

this tolerance. The fit must be determined to be acceptable at all frequencies bins in a given

time-frequency tiling; for all searches, since different searches use different tiling resolutions and

search bands; and for all detector networks, since different networks in general have different noise

characteristics.

For the WNB searches we have examined convergence of the gamma-distribution fit. The

fit has two parameters, the shape parameter α and the inverse scale parameter β. We found that

convergence of these parameters only depends on the number of points used in the fit. That is, a

search with a Fourier transform length of 2048 samples (1/8 s) takes twice as much background

to converge to the same tolerance as the same search with a Fourier transform length of 1028

samples (1/16/,s).

To determine convergence times, we considered the largest 90% CL error bar on either α

or β at any frequency bin in the search range for a given Fourier transform length (Figure 6.7).
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We considered two search bands, 100-200 Hz and 100-1000 Hz, Fourier transform lengths of 512,

1024, and 2048 samples (1/8 s), and networks of H1L1, H1, and dual-detector white noise. We

found no dependence on search band or detector combination. Lack of dependence on search band

is explained by the fact that the noisier low frequency bins determine the worst-case convergence

time, and both the large and small band contain the same low frequency bins. At 512 samples,

it took 180 s for both parameters to be constrained at the 90% CL to within 2% (H1L1 and H1,

large band). At 1024 samples (1/16 s) it took 360 s (H1 and H1L1, small band). At 2048 samples

(1/8 s) it took 690 s (H1L1, large band). The same tests were also performed on white noise.

We have considered decimating the background data in an attempt to account for data

dependencies due to Fourier transform overlap. However, while performing this study it became

apparent that this has no real effect on the statistics of the background, while requiring more

background by a factor equal to the decimation factor. At a decimation factor of 3 (set by the

auto-correlation peak) both fit parameters converge to the same values as shown in Figure 6.8,

but the convergence takes 3 times as long as shown in Figure 6.9.

We determined that 2000 s of background is sufficient for determining FAR-equivalent

significance of on-source analysis events, except in the case of very large on-source events. If any

such are observed, they can be handled by combining data from multiple background regions or

extrapolation to take the background FAR cumulative histogram to lower values.

For clarity, we note that antenna factors do not play a role in background studies. The

detection procedure involves studying candidate signals in relation to the noise. Thus it is not

necessary to consider changing antenna factors over the course of processing large stretches of

background. The upper limit procedure, which involves simulated gravitational wave injections,

does depend on antenna factors.

6.4 Characterizing simulation parameter spaces

Upper limits on gravitational waves can be estimated using simulated signals. Any type of simu-

lation has parameters associated with it. For example, monochromatic ringdown simulations are

parameterized by their frequency f and decay time constant τ .

6.4.1 Ringdown duration

We performed an experiment to determine how search sensitivity using the Flare pipeline depends

on ringdown duration τ , for a given Fourier transform length. The results are shown in Table 6.2.
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Strain upper limits from values of τ other than τ = 200 in the range 100-300ms are within 15%

of the 200 ms value.

Table 6.2: Flare pipeline h90%
rss upper limit dependence on ringdown τ , at Fourier transform length

of 250 ms for 1590 Hz circularly polarized ringdowns in real H1L1 noise at GPS 827345255.

τ h90%
rss

100 1.86 × 10−21

150 1.85 × 10−21

200 1.93 × 10−21

300 2.10 × 10−21

350 2.36 × 10−21

6.4.2 WNB simulation duration and search integration length

We performed an experiment to determine how search sensitivity using the Flare pipeline depends

on WNB duration, for a given Fourier transform length. The results are shown in Figure 6.10. The

plots were made with real LIGO L1 data near S5 GPS time 817546378, and using the SGR 1806–

20 sky location. Efficiency curve thresholds were set from the 90th percentile of loudest events

obtained from the same collection of 100 10 s segments. This should provide a fair threshold for

comparing different Fourier transform lengths. Therefore, this experiment is also effectively an

optimization experiment for Fourier transform length.

In both plots it is apparent that longer Fourier transform lengths maintain sensitivity to

higher WNB durations, and show more degradation at lower WNB durations, as expected.

We are interested in burst durations spanning from ∼5 ms to ∼200 ms, and we would like

to adequately cover the duration space with as few simulated waveforms as possible. We choose to

use WNB durations of 11 ms and 100 ms. For efficient DFTs, we limit Fourier transform lengths,

in samples, to powers of two.

For 100-200 Hz WNBs, the optimal Fourier transform length for both durations is appar-

ently 1024 samples (63 ms). The sensitivity degradation for 5 ms length WNB signals relative to

11 ms signals is about 13%. The sensitivity degradation for 200 ms length WNB signals relative

to 100 ms signals is about 18%. The sensitivity degradation for 50 ms length WNB signals relative

to 11 ms signals is about 3%.

For 100-1000 Hz WNBs, the optimal Fourier transform length for 11 ms is 512 samples
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(31 ms) and the optimal length for 100 ms is apparently 2048 samples (125 ms). The sensitivity

degradation for 5 ms length WNB signals relative to 11 ms signals is less than 1%. The sensitivity

degradation for 200 ms length WNB signals relative to 100 ms signals is about 16%. The sensitivity

degradation for 50 ms length WNB signals relative to 100 ms signals is about 1%.

Using these choices of Fourier transform length and WNB simulation durations, we can

effectively cover the duration space while limiting sensitivity degradations to no more than 20%.

6.5 Automated test suites

Many of the above tests are implemented in code in automated test suites. We have produced

three suites of automated tests for the pipeline code. These suites are run every night by a cron

job, and the results are captured in daily e-mails. The first suite consists of unit tests, which

examine discrete aspects of individual code modules, or small groups of modules. The second

suite consists of “end-to-end” tests, which test the pipeline in its complete state using controlled

inputs and checking outputs. The third suite of tests checks the pipeline’s performance on white

noise against theoretical predictions.

Within these test suites there are two types of automated tests: those performing general

validations of the code and those testing specific bugs in the code which have been found and

fixed along the way. The ideal way to deal with any bug is to first write an automated test which

will fail when the bug is present and pass when the bug is eliminated; run the test and watch it

fail; fix the bug; and then run the test and watch it pass. This creates a living record of the bug’s

elimination which is exercised every night, and which is documented in code.

There are currently over 130 daily automated tests. Some of the tests are described in the

sections below as implementations of specific validations of the pipeline.

6.6 Sensitivity estimates with simulated LIGO noise

In this section we present preliminary tests of Flare pipeline’s sensitivity on simulated noise

modeled after LIGO noise. In this case there is no astrophysical trigger and no on-source region,

but we can estimate search sensitivity using a hypothetical burst event sky location and trigger

time. The steps are identical to those used to estimate an upper limit except the efficiency curve

is constructed from a threshold determined from loudest events in a collection of data segments

instead of a single loudest on-source event (Section 6.6.2). This is done to give a sensitivity
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estimate less prone to loudest event fluctuations.

6.6.1 Generating simulated LIGO data

It is useful to produce simulated LIGO data for estimating pipeline sensitivity. First, a model

segment of LIGO data is obtained, bandpassed and with transients removed. This segment must

be large enough to provide a histogram and high resolution frequency series from which the

simulated data will be modeled. The segment is scrambled randomly to a new vector with similar

histogram, but greater entropy.

We then Fourier transform both the model and simulated data vectors, matching the

simulated frequency series in amplitude to the model frequency series point by point. Finally, we

transform back to the time domain.

In Figure 6.11, we show time series of 60 s of model LIGO data and 60 s of simulated

data. In Figure 6.12 we show histograms for these time series, and in Figure 6.13 we show

calibrated amplitude spectral density plots for these time series, without notching the usual 60

Hz and harmonic power, violin mode, calibration, and unknown lines (which the simulated data

preserves).

We remark that this simple algorithm for simulated data does not replicate glitches in the

model LIGO data. We hope in the future to extend this algorithm to generate simulated data

which can model glitches, and would have false alarm rates matching the model data. We remark,

though, that the simple algorithm should be sufficient for the purpose at hand: estimating single

detector pipeline sensitivity for short bursts in data not overly contaminated with large glitches.

6.6.2 Measuring sensitivity

When performing an astrophysical search on real data we choose an efficiency curve threshold equal

to the loudest on-source event (Section 5.1). When using simulated data we instead determine

an efficiency curve threshold set relative to the noise background (Figure 6.14). We create a

collection of processed data segments, with lengths equal to some hypothetical on-source region.

(For the two-detector case, this collection can be created by using relative time shifts between the

two streams.) We choose the loudest event from each segment. We then take the 90th percentile

of this collection as the efficiency curve threshold.

.



100

6.6.3 Simulated two-detector searches

We present sensitivity estimates for simulated LIGO-like data, for 4 s and 180 s loudest event

segment lengths. The simulated data are created from white noise with time-series amplitude

distribution and PSD matched to real LIGO sample data (H1 and L1 detectors) taken from early

in LIGO’s fifth science run [115]. We present as examples three target signal classes: 22 ms

duration WNBs between 100 and 200 Hz; 100 ms duration WNBs between 64 and 1024 Hz;

and neutron star ringdown (RD) waveforms with time constant τ = 150 ms at 1900 Hz. These

example waveforms were chosen before settling on the final choices used in the S5y1 SGR search.

We expect some performance degradation when running on real data, since real data contain

non-stationarities and phase relationships not present in the simulated data used here.

These simulated data searches were executed as though for a real event, using the celestial

coordinates of SGR 1806–20 and a simulated trigger time chosen to give optimal source location

relative to the LIGO detectors.

The results in Table 6.3 give one-sided 95% confidence uncertainties in superscripts. The

first superscript gives the systematic uncertainty arising from the detector calibrations, placed at

10%, the value used in LIGO’s fourth science run all-sky burst search [116]. Our simulated data

will preserve systematic magnitude errors present in the model data.

The second superscript gives a statistical uncertainty arising from uncertainty in the es-

timation of the 90th percentile of the collection of loudest events used as the efficiency curve

threshold. The collection is fit with a gamma distribution and the 95% upper confidence interval

on the 90th percentile estimate is determined. This source of uncertainty would not be present

in searches on real data, since the efficiency curve threshold in that case is set from the single

loudest on-source event.

The third superscript is a statistical uncertainty arising from the fact that the Flare

pipeline’s built-in simulations engine is a Monte Carlo method with a finite number of simulations.

It is obtained by performing each search with at least 2000 injections at each hsim
rss value in the

efficiency curve, and grouping these simulations into 10 subgroups. Each subgroup provides a h90%
rss

sensitivity estimate, from which the error on the mean is obtained. (This preliminary estimation

method was later replaced by the bootstrap method.)

The fourth superscript is a statistical uncertainty arising from the sigmoid fit, as shown

in Figure 6.14.

We note that SGR sky locations have error boxes that are small enough to be insignificant

for our purposes. For example, the position of SGR 1806–20 is known to a few tens of arcseconds
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to high confidence [117]. This corresponds to an uncertainty in antenna values of a few hundredths

of a percent, which we neglect.

Statistical uncertainties are added in quadrature. The result is added to the sensitivity

estimate along with the systematic calibration uncertainty.

Table 6.3: Two-detector 90% detection efficiency Flare pipeline sensitivity estimates

(strain/
√
Hz) for target signal classes mentioned in the text. Results were obtained using LIGO-

like simulated data. We present results based on two different loudest event segment lengths, 4

and 180 s (the loudest event segment length in a simulated search is the equivalent to the on-source

duration used in a real search). Clustered results use a significance statistic, whereas unclustered

results use an excess power statistic. Superscripts give one-sided 95% confidence uncertainties

and are described in Section 6.6.3. Polarization angle was chosen randomly for each injected

simulation. Ringdowns (RDC) were circularly polarized.

Type Clustering Segment [s] h90
rss [10−22 strain · Hz−

1
2 ]

WNB 22ms 100-200Hz No 4 2.67 +0.27 +0.02 +0.02 +0.01 = 2.97

No 180 2.91 +0.29 +0.14 +0.02 +0.00 = 3.34

Yes 180 2.92 +0.29 +0.08 +0.01 +0.00 = 3.30

WNB 100ms 64-1024Hz No 4 7.84 +0.78 +1.14 +0.14 +0.14 = 9.79

No 180 11.90 +1.19 +0.01 +0.04 +0.32 = 13.41

Yes 180 6.97 +0.70 +0.11 +0.04 +0.01 = 7.79

RDC 150ms 1900Hz No 4 17.04 +1.70 +0.05 +0.10 +0.16 = 18.94

No 180 19.30 +1.93 +0.01 +0.16 +0.03 = 21.39

22 ms WNBs between 100 Hz and 200 Hz

Results for 100–200Hz 22 ms WNBs are given in Table 6.3. The absolute cross-correlation between

h+ and h× polarization components of this example signal class was constrained to be less than

0.1 (where maximum correlation is +1 and maximum anti-correlation is -1). If no cross-correlation

constraint is imposed, search sensitivity to relatively narrow-band white noise bursts shows a ψ-

dependence. This can be understood with the observation that band-limited WNB simulations

approach sine-Gaussian waveforms as the allowed bandwidth approaches zero. The distribution

in cross-correlation between h+ and h× becomes wider as simulations approach pairs of sine-
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Gaussian-like signals with an undetermined relative phase. This cross-correlation constraint was

not applied to simulations in the S5y1 SGR search.

100 ms WNBs between 64 Hz and 1024 Hz

Results for 64–1024Hz 100 ms WNBs are given in Table 6.3.

In this case a constraint on the cross-correlation between h+ and h× was not applied,

since the distribution in cross-correlation is already sharply peaked around zero.

Neutron star ringdown waveforms with τ =150 ms

We present results for circularly polarized ringdowns at 1900 Hz in Table 6.3. Figure 6.15 shows

several efficiency curves over one period (π/2) in polarization angle ψ, for both linearly and

circularly polarized ringdowns. We point out that these simulations are close to the edge of the

passband (see Figure 5.2). Using a 64-3000 Hz passband (applied both when creating simulated

data and when performing data conditioning) improves the ringdown results in Table 6.3 by ∼15%.
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(a)

(b)

Figure 6.6: Efficiency curves for injection time coincidence windows of ±0.2, ±0.25, ±0.5, ±1,

±2, and ±4 s, for loudest event segment sizes of (a) 4 and (b) 180 s, using simulated H1L1 data

and 22 ms duration 100-200 Hz WNBs. Each of the twelve efficiency curves was constructed from

the same set of injected simulated waveforms. In each plot the efficiency curve threshold was set

at the 90th percentile of a collection of 10 loudest events obtained by time shifting H1 and L1

simulated data streams.
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(a) small band

(b) large band

Figure 6.7: (a) Worst-case convergence of gamma-fit parameters at a Fourier transform length of

512 samples in the 100-1000 Hz band. H1 data only were used. (b) Worst-case convergence of

gamma-fit parameters at a Fourier transform length of 2048 samples (1/8 s) in the 100-1000 Hz

band. LIGO H1L1 data were used.
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(a) alpha

(b) beta

Figure 6.8: (a) Convergence of gamma-fit parameter alpha, with and without decimation. (b)

Convergence of gamma-fit parameter beta, with and without decimation. LIGO H1L1 data were

used to make both plots. Error bars in both plots are at the 90% CL.
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Figure 6.9: Largest error bar, in percent, for either alpha or beta for a single frequency bin

(centered at 144 Hz) with and without decimation. Convergence is relatively fast since only one

frequency bin is considered.
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(a)

(b)

Figure 6.10: (a) h50%
rss sensitivity vs. WNB durations, for a variety of Fourier transform lengths,

for 100-200 Hz WNBs. (b) The same experiment repeated for 100-1000 Hz WNBs.
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Figure 6.11: LIGO model (blue) and simulated data (red) time series.
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simulated data.
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Figure 6.14: (a) Example efficiency curve for 22 ms duration WNBs. Unlike the efficiency curves

shown in Chapter 5, this result was made with simulated noise, and with vertical clustering in-

stead of two-dimensional clustering. A two-detector search was simulated. The threshold used in

constructing the efficiency curve was obtained from a collection of 4 s loudest event segments as

described in the text. Data points include 1-sigma binomial error bars. α and β parameters of

the curve fit are given. The one-sided 95% confidence interval for the curve fit at y = 0.9 is given.

Other sources of uncertainties are discussed in Section 6.6.3.
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(a) linear polarization

(b) circular polarization

Figure 6.15: Efficiency curves from two-detector simulated data search for neutron star ringdown

(RD) waveforms at 1900 Hz with linear polarization (a) and circular polarization (b) as a function

of polarization angle ψ. A 2 s loudest event segment length was used; clustering was not used.

Each horizontal stripe in the figure can be thought of as the top view of an efficiency curve (e.g.

Figure 6.14). The grayscale depth represents fraction detected. The sensitivity minimum in (a)

at ψ ≃ 0.3 corresponds to the LIGO Hanford antenna pattern minimum, and the minimum at

ψ ≃ 0.8 corresponds to the LIGO Livingston antenna pattern minimum.
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6.7 GRB 070201 analysis

The short, hard GRB 070201, occurring on 2007 February 1, was interesting as it was coincident

with M31, the Andromeda Galaxy. This makes it very likely that the event occurred remarkably

close, only ∼770 kpc from Earth. At this distance the isotropic electromagnetic energy emitted

by the event was estimated to be 1045 erg [118], consistent with an SGR giant flare. However,

this energy is several orders of magnitude less than typical short hard GRBs with energies in

the range 1048 − −1052 erg. The most popular progenitor class for short hard GRBs is compact

binary coalescence. LIGO during S5 was able to exclude a CBC event with 1M⊙ < m1 < 3M⊙

and 1M⊙ < m2 < 40M⊙ at > 90% confidence [32].

We present the analysis of GRB 070201 with the Flare pipeline and the coherent Wave-

Burst pipeline. We utilized these pipelines to validate the published GRB 070201 search. As usual,

data from the LIGO H1 and H2 detectors were divided into on-source and off-source regions. The

on-source data were chosen to be the interval [−120, 80] seconds around the GRB trigger time.

The loudest on-source event was identified and used to estimate the sensitivity of the search with

simulated injections of gravitational wave bursts of different types and amplitudes.

The results in this section were not formally reviewed and do not reflect the scientific

opinion of the LSC. The coherent WaveBurst work was carried out in collaboration with S. Kli-

menko.

6.7.1 Coherent Waveburst (cWB) pipeline

The Coherent Waveburst (cWB) pipeline was originally designed for all-sky burst searches [119,

120]. We implemented the automated triggered search version of cWB for analysis of triggered

burst events, when the time and sky position of the burst event is known. The pipeline consists of

two stages: a coherent analysis event production stage, in which analysis events are generated for

a network of gravitational wave detectors; and a post processing stage, when additional selection

cuts are applied to help distinguish the gravitational wave candidates from background analysis

events. At both stages the pipeline executes coherent algorithms, based both on the power of

individual detectors and the cross-correlation between the detectors. By using the constraint

likelihood approach [121], it coherently combines the energy of individual detector responses into

a single quantity called the network likelihood statistic, which may be interpreted as the total SNR

of the gravitational wave signal detected in the network. Coherent analysis events are generated

when the network likelihood exceeds some threshold which is a parameter of the search.
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The off-source region included two time intervals [−1320,−120] and [80, 1280] seconds

around the GRB 070201 time and it was used for background estimation. To increase statistics

we performed analysis at 101 time shifts between the H1 and H2 detectors. As mentioned above,

the on-source data included the interval [−120, 80] seconds around the GRB 070201 time. It was

used to identify the gravitational wave candidates and estimate the sensitivity of the search with

simulated injections of gravitational wave bursts of different types and amplitudes.

The cWB pipeline is implemented as a ROOT script which executes various data analysis

algorithms implemented in the Wavelet Analysis Tool (WAT), which is a part of the LIGO Data

Monitoring Tool [122]. It uses calibrated strain “h(t)” data which are resampled from 16384 Hz

to 4096 Hz. The data conditioning is performed in the wavelet (time-frequency) domain. First,

predictable components such as power lines are removed with linear-predictor filters constructed

individually for each wavelet layer. Then the data are normalized by the variance of the noise

estimated for each wavelet layer. The final product of the cWB data conditioning stage is whitened

time-frequency series of the detector outputs. More details on data conditioning can be found in

the LIGO note [123].

The wavelet transformation is used to produce data in the time-frequency domain. The

Meyers wavelet with a filter consisting of 1024 coefficients is used. To cover a possible range of

the gravitational wave signal durations the analysis was performed at the time resolutions of 1/8,

1/16, 1/32, 1/64, 1/128 and 1/256 seconds.

The whitened data from all detectors are combined into a likelihood time-frequency (LTF)

map L(t, f) via the constraint likelihood approach [121]. In this case the likelihood analysis is

applied to individual TF pixels in different detectors at the same time-frequency location (t, f).

For two aligned detectors, such as H1 and H2, the L(t, f) statistic is calculated as a projection of

the data vector w on the line defined by the antenna pattern vector F

L(t, f) =
(w,F)2

||F ||2 , (6.1)

w = (wH1(t, f), wH2(t, f)), (6.2)

F = (
F+(H1)

σH1(t, f)
,
F+(H2)

σH2(t, f)
), (6.3)

where F+(H1) and F+(H2) are the antenna patterns for the plus gravitational wave component

calculated in the dominant polarization frame [121], the σH1 and σH2 are the rms of the detector

noise and ||F || is the norm of the vector F, which is called the network sensitivity factor. In case

of two aligned detectors F+(H1) = F+(H2).

The cWB clustering procedure is then applied to the 1% of brightest pixels. Clustered
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pixels are called analysis events and they are reconstructed individually for each time-frequency

resolution.

In the post processing we attempt to select an optimal set of parameters and cuts for rejec-

tion of detector glitches. These selection cuts are ad hoc and depend on the network configuration

and parameters of the search.

6.7.2 GRB 070201 cWB results

The pipeline output rate estimated in the off-source region is 0.35Hz (total live time is 67 hours).

The on-source segment yields the rate of 0.33 ± 0.05Hz, consistent with no detection.

The SNR of the loudest on-source analysis event (6.5) is used as a threshold for estimation

of the detection efficiency using simulated injections. The search sensitivity was estimated by using

the MDC waveforms for the threshold of 6.5 on the total SNR. Figure 6.16 shows the efficiency

curve for sine-Gaussian injections sg250q9 with linear polarization.
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Figure 6.16: cWB efficiency curve for sg250q9 injections.

Table 6.4 shows the sensitivity of the search at 50% and 90% of the detection efficiency.
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Table 6.4: GRB 070201 upper limit results for the cWB pipeline. Polarizations are U (unpolar-

ized); L (linear); C (circular); and E (elliptical).

MDC waveform polarization 50% efficiency 90% efficiency

SG250Q9 L 4.8 · 10−22 Hz−
1
2 20. · 10−22 Hz−

1
2

SG250Q9 C 4.3 · 10−22 Hz−
1
2 5.6 · 10−22 Hz−

1
2

WNB1 U 7.2 · 10−22 Hz−
1
2 9.8 · 10−22 Hz−

1
2

WNB2 U 29 · 10−22 Hz−
1
2 42 · 10−22 Hz−

1
2

NSBH 1410 E 14.4 Mpc 6.8 Mpc

NSNS 1414 E 5.0 Mpc 2.5 Mpc

6.7.3 GRB 070201 Flare pipeline results

We present efficiency curves for 1.4-10 solar mass inspiral waveforms (Figure 6.17), 1.4-1.4 solar

mass inspiral waveforms (Figure 6.18), 250 Hz Q9 sine-Gaussians (linearly and circularly po-

larized), and 100 ms duration white noise bursts centered at 250 Hz with 150 Hz bandwidth

(Figures 6.19 and 6.20). Efficiency curves were made using MDC waveforms prepared by P. Sut-

ton. All MDC waveforms were prepared with random polarization angles. Inspiral waveforms

were prepared with random inclination angles.

The Flare inspiral search used density-based clustering described above, with ad-hoc post-

processing cuts applied identically to simulation regions and the on-source region. The Flare WNB

search used the time series-based pipeline (vertical clustering). A preliminary search on the WNB

MDC waveforms using density-based clustering did not seem to produce better results. We also

plan to produce results for other MDC waveforms.

Results are summarized in Table 6.5. We note here that these results, as with the cWB re-

sults presented in Section 6.7.2, were prepared with V2 h(t) H1 data, which has a ∼20% systematic

error in magnitude which has not been accounted for.
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Table 6.5: MDC waveform results for the Flare pipeline, for the H1H2 GRB 070201 search.

Polarizations are U (unpolarized); L (linear); C (circular); and E (elliptical).

Waveform Network Polarization 50% efficiency 90% efficiency

SG250Q9 H1H2 L 4.7 · 10−22 Hz−
1
2 21. · 10−22 Hz−

1
2

SG250Q9 H1H2 C 4.1 · 10−22 Hz−
1
2 5.2 · 10−22 Hz−

1
2

WNB1 H1 U 7.8 · 10−22 Hz−
1
2 10 · 10−22 Hz−

1
2

NSBH 1410 H1H2 E 14.0 Mpc 7.5 Mpc

NSBH 1414 H1H2 E 6.0 Mpc 3.1 Mpc

Figure 6.17: Flare pipeline efficiency curve for 1.4-10 solar mass inspiral MDCs. The search band

is 64-512 Hz. The x-axis is the hypothetical scale distance in Mpc at which an inspiral event

would produce the injected simulated waveforms.
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Figure 6.18: Flare pipeline efficiency curve for 1.4-1.4 solar mass inspiral MDCs. The search band

is 64-512 Hz. The x-axis is the hypothetical scale distance in Mpc at which an inspiral event would

produce the injected simulated waveforms. This search uses a different statistic (tile significance)

than the 1.4-10 solar mass search shown here (which used the excess power statistic). The numbers

shown in the title of each plot represent the on-source loudest event statistic threshold used to

construct the efficiency curve.
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Figure 6.19: Flare pipeline efficiency curve for 100 ms duration white noise bursts centered at 250

Hz with 150 Hz bandwidth (WNB1). The search band is 175-325 Hz. Apparently (see Figure 6.20)

the search is being limited slightly by H2.
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Figure 6.20: Flare pipeline efficiency curve for 100 ms duration white noise bursts centered at 250

Hz with 150 Hz bandwidth (WNB1) for a single detector (H1). The search band is 175-325 Hz.
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6.8 Complementing inspiral searches with burst pipelines

In Section 2.2.2, we introduced the compact binary coalescence (CBC) class of gravitational wave

sources, often referred to as “inspiral sources.”

The conventional approach to searches for gravitational waves associated with inspiral

events takes advantage of the well-modeled inspiral phase of the event by performing a matched

filter search. These searches are “specialists.” In a matched filter search, data from a gravitational

wave detector are correlated against templates matching theoretical CBC waveforms within the

relatively narrow parameter space [48]. Templated searches provide optimal sensitivity to the

target waveforms. However, their sensitivity to gravitational wave signals outside of the template

bank drops as the correlation decreases.

Coherent burst searches are designed to detect any signal in the detector’s band lasting a

few seconds or less. These searches are “generalists.” They use fully coherent addition of gravita-

tional wave detector data streams to sensitively search small patches of the sky for gravitational

wave bursts without the need for source modeling. There are many expected gravitational wave

burst sources besides the inspiraling compact binaries (Section 2.2.1). These burst-type gravi-

tational wave events are often unmodeled or poorly-modeled. Coherent burst searches typically

don’t make assumptions about waveforms beyond duration and bandwidth ranges.

Externally triggered gravitational wave searches for inspiral events performed with matched

filter pipelines can be complemented with coherent burst pipelines, which are designed to find

short-duration gravitational wave bursts with little or no further knowledge of the expected wave-

form. Though burst pipelines are not as sensitive as matched filter pipelines to precisely specified

waveforms such as theoretical predictions of inspirals preceding CBC events, their generality may

allow them to detect unpredicted signals or parts of signals (such as the CBC merger phase) that

templated searches may miss.

In this section we estimate the sensitivity of the Flare pipeline and X-Pipeline to the

inspiral phase of CBC events using simulated noise and the GRB 070201 sky position and trigger

time. We make a rough quantitative comparison to results obtained from the matched filter search

for gravitational waves associated with GRB 070201 [32].

6.8.1 X-Pipeline

X-Pipeline is a software package designed to detect unmodelled gravitational wave bursts in noisy

detector data while vetoing noise-induced glitches [124]. By time-shifting the data from each
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detector, X-Pipeline coherently sums the gravitational wave contributions from a particular sky

position O for each polarization (h+ and h×) and also produces a gravitational wave-free null

stream for consistency testing. Time-frequency maps are made of the energy in the reconstructed

h+, h×, and null streams. X-Pipeline then identifies clusters of pixels with large E+, the energy

in the h+ stream [121].

6.8.2 Results

The error box on the location of GRB 070201 was consistent with the position of M31 – the

Andromeda Galaxy, located only 770 kpc from Earth. At the time of the event LIGO’s H1 and

H2 detectors were taking science mode data. If GRB 070201 did indeed originate from M31, and

if the progenitor was a binary inspiral event, then LIGO would almost certainly detect associated

gravitational waves. A templated inspiral search detected no gravitational waves, and a CBC

progenitor in M31 was ruled out at high confidence [32]. For binary pairs with m1 and m2 in the

ranges [1,3] and [10,13] M⊙, the inspiral search yielded physical distance lower limits of ∼8 and

∼15.5 Mpc at 90% and 50% detection efficiencies.

We have performed mock GRB 070201 loudest event searches using coherent burst pipelines

and simulated LIGO noise (produced for LIGO-VIRGO project Ib [125]). The on-source region

was [-120,60] seconds around trigger time and the search range was 64-1024 Hz. Signals simulat-

ing 1.4-10 solar mass inspiral events originating in M31 were injected into the simulated noise.

Results are shown in Table D.1. An example efficiency curve is shown in Figure 6.21.

The Flare pipeline is a simple but effective coherent burst pipeline, capable of performing

either one- detector or two-detector triggered searches [2]. The Flare pipeline conditions LIGO

data with a bandpass filter and a notch filter (generated at runtime

Coherent burst pipelines are less sensitive to the well-predicted inspiral phase than tem-

plated searches. However, their larger search phase space makes them more robust e.g. to non-

CBC progenitors or events falling out of the matched filter template bank, and could allow them

to exceed matched filter searches in regions of the phase space where the merger stage contributes

significantly within the LIGO band. In triggered searches where the progenitor event may not be

CBC For events outside of the matched filter search template bank (e.g. outside of the mass or

spin range).
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Table 6.6: Physical distance lower limits for 1.4-10 solar mass M31 simulated inspirals. Binary

system orientation and polarization angle were chosen randomly for each injection. 15% has

already been subtracted from the results from the two burst pipelines; this is approximately the

same as the overall uncertainty subtracted from matched filter results in [32]. We estimate up to

additional 20% error in the burst pipeline results from use of simulated data.

Method 90% efficiency 50% efficiency

Matched filter 8.0 Mpc 15.5 Mpc

Flare pipeline 5.4 Mpc 9.9 Mpc

X-Pipeline 5.1 Mpc 10.1 Mpc

Figure 6.21: Flare efficiency curve for 1.4-10 solar mass inspiral injections. Note that the x-axis

is in Mpc of physical distance.
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Chapter 7

Soft Gamma Repeaters

On 2004 December 27, the brightest transient burst ever observed swept through the solar sys-

tem [126], saturating almost every satellite instrument viewing the event [18, 126–133]. This

gamma ray flare was so bright that it depressed the altitude of Earth’s daytime ionosphere [134].

Its reflection off the moon was not only readily observable [135], but useful in reconstructing the

peak fluence of the event, unobtainable from saturated detectors [136]. Triangulation [137], and

a tell-tale 7.56 s modulation in a ∼6 minute tail following the flare [126, 127] (Figure 7.1), unam-

biguously identified the source as SGR 1806–20, one of a class of rare objects called soft gamma

repeaters (SGRs).

SGRs are one of the most bizarre and enigmatic classes of astrophysical sources. They

are characterized by sporadic emission of brief (≈ 0.1 s) intense bursts of soft gamma rays with

peak luminosities commonly up to 1042 erg/s [138, 139], and are thought to be “magnetars,”

neutron stars with extraordinarily strong magnetic fields ∼ 1016 G (Section 7.4). Less common

intermediate bursts with greater peak luminosities can last for seconds. Rare “giant flare” events,

some 1000 times brighter than common bursts [127], have initial bright, short (≈ 0.2 s) pulses

followed by tails lasting minutes and are among the most electromagnetically luminous events in

the universe [139]. The giant flare tails are modulated at the rotation period of the star, typically

5–7 s. Only five Galactic SGRs have been identified with confidence [140, 141]. SGR 1806–20 and

two others (SGR 1900+14 and SGR 1627–41) are located in our galaxy near the galactic plane,

between 6 and 15 kpc distant (see Table 7.1 and Section 7.3). A fourth, SGR 0526–66, is located

in the Large Magellanic Cloud, about 50 kpc away [139]. A fifth, SGR 0501+4516, was discovered

on 2008 August 22, only a few days before this writing [140, 142, 143], and may be located at a
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Table 7.1: Summary of electromagnetically observed SGR properties for the five confirmed SGRs.

Position and distance references are given under the uncertainty.

Source Position 1σ uncertainty Distance [kpc] Period [s]

SGR 0501+4516 05h01m06.80s 1.4′′ 1.5 5.8

+45◦16′35.4′′ [148] [149]

SGR 0526–66 05h26m00.89s 0.6′′ 50 8.0

−66◦04′36.3′′ [150–152]

SGR 1627–41 16h35m51.84s 0.2′′ 11 6.4

−47◦35′23.3′′ [153]

SGR 1806–20 18h08m39.32s 0.3′′ 15 7.5

−20◦24′39.5′′ [154–156]

SGR 1900+14 19h07m14.33s 0.15′′ a 15 5.2

+09◦19′20.1′′ [157–159]

aLocalization uncertainty for transient radio source associated with the 1998 giant flare [157].

distance of only 1.5 kpc in the direction of the galactic anti-center [144, 145]. Of the confirmed

SGRs, SGR 0526−66, SGR 1900+14 and SGR 1806−20 have each produced a giant flare since

the discovery of SGRs in 1979 [126, 146, 147], making the giant flare rate on the order of once per

10 years. SGRs have also been associated with persistent but variable X-ray sources emitting at

luminosities of 1034 to 1036 erg/s in the 1–10 keV band [139].

These objects are the astrophysical targets of our gravitational wave search. In this chapter

we describe them and discuss their potential for gravitational wave emission, which unfortunately

remains largely unknown. For recent reviews of SGRs and the magnetar model see [139] and [138].

In what follows, luminosities and energies assume isotropic emission and are for photons above

20 keV unless stated otherwise. Table 7.1 summarizes some electromagnetically observed proper-

ties of the five confirmed SGRs.

7.1 Burst emission

The defining behavior of SGRs is sporadic burst emission. SGR bursts are typically classified as

common bursts, intermediate bursts, or giant flares. Occasionally SGRs emit many bursts in an

unusually short period of time; such events are referred to as “multi-episodic events” or “storms.”

In this section we describe SGR burst emission.
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Figure 7.1: SGR 1806–20 giant flare light curve from Swift/BAT, taken from [127]. Bin size is

64 ms and photons with energy greater than 50 keV are recorded. The peak of the prompt burst

is not shown as the detector was saturated. The apparent increase in the light curve to a peak at

140 s is due to a preprogrammed slewing of the spacecraft to another source. The 7.56 modulation

due to the SGR source spin rate is clearly visible.

7.1.1 Common bursts

Common bursts from SGRs have peak luminosities up to about 1042 erg/s and typically last

about 100 ms. They exhibit nonthermal spectra peaking in the soft gamma rays. SGRs have

been known to have active bursting periods lasting for weeks, months, or years and then to fall

into quiet periods which can last for years. For example, SGR 0526–66 has been inactive since

1983 [139]. Active periods vary widely in terms of total energy released. Activity levels of different

SGRs vary as well (Section 7.1.5).

Light curves of common bursts are similar from one to the next, even from different SGR

sources [139, 160–162]. Histograms of the durations of common bursts are sharply peaked near

100 ms, a characteristic SGR timescale, and show mild positive correlation to fluence [139, 161].

This correlation means the typical duration may depend on the sensitivity of the detector used

to construct the SGR flare sample. In the sample presented in [161], the mean durations for

SGR 1806–20 and SGR 1900+14 were 162 and 94 ms respectively. Rise times are of the order of

a few milliseconds, and decay times are somewhat longer.

Energies in common bursts follow a power law distribution dN/dE ∝ E−5/3 with 1035 <

E < 1042 erg [163, 164]. A similar distribution is observed in earthquake energies [165] and other

self-organized critical systems in which the energy reservoir is much greater than the energy

emitted in individual bursts. There is no observed correlation between the energy of a burst and

the waiting time to the next burst.
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Some flares apparently have multiple peaks, that is peaks that are so close to each other

in time that the flux does not return to quiescent levels. It is likely that these complex bursts are

superpositions of two or more single-peaked flares [161]. In the individual burst search described

in Chapter 8, a single on-source region is used for such events.

The spectral properties of bursts are also similar from burst to burst and SGR to SGR.

Above about 25 keV the spectra are well-modeled by optically thin thermal bremsstrahlung

(OTTB) with temperatures in the range 20–40keV [160, 161]. However this model overestimates

the power at lower photon energies significantly [166]. An alternate model consisting of the sum

of two blackbodies can fit burst spectra over a wider range of photon energies [139, 166].

7.1.2 Giant flares

SGRs 0526−66, 1900+14 and 1806−20 have each produced a giant flare since 1979. GRBs and

blazars are more energetic sources [139]; however, these events occur at cosmological distances,

whereas the giant flares occurred in our Galactic neighborhood. With five known SGRs, a rough

upper limit on the giant flare rate is about one per 50 years per nearby SGR. The three giant

flares were remarkably similar. They each had similar prompt burst durations of ∼100 ms, though

the flares from SGR 0526−66 and SGR 1900+14 were ∼100 times less energetic than the SGR

1806–20 giant flare, which is the subject of our analysis in Chapter 8. All three had tails radiating

energies of ∼ 5 × 1043 erg lasting ∼6 minutes, modulated with periods of ∼5-8 s.

The giant flare of 1979 March 5 from SGR 0526-66 [146] was called“the most singular high-

energy astrophysical phenomenon of the space age”[167]. The energy emitted was 5 × 1044 erg,

and the spectral peak temperature (kT ∼250–500keV) was about ten times higher than typical

common bursts [139]. The first evidence that SGR progenitors might be neutron stars came from

observations of the 1979 giant flare from SGR 0526–66 [146]. Triangulation of the event associated

it with a SNR in the large Magellanic cloud [168, 169]. An LMC distance put the peak luminosity

at about 4 × 1044 erg/s[170], more than a million times the Eddington limit, implying a compact

object source. However, the 8.1 s modulation in the giant flare tail and significant structure on a

∼2 ms timescale [139] ruled out the black hole possibility, and the associated SNR added further

evidence for a neutron star [167].

On 1998 August 27, SGR 1900+14 gave a giant flare, similar to the 1979 giant flare, lasting

for about 400 s with a peak luminosity of ∼ 4× 1044 erg/s and an energy of at least 1044 erg [147].

Ionization in the Earth’s nighttime atmosphere was enhanced at altitudes 30–90km to daytime

levels, causing disturbance of propagating low frequency signals with a period of 5.16 s, equal to
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the spin period of SGR 1900+14 [171]. The spin down rate of the SGR more than doubled over

the 80 day period containing the event [172].

The 2004 December 27 giant flare from SGR 1806–20 was about 100 times as energetic as

the previous two. The LIGO H1 detector was operating at the time, and this event is included

in the S5y1 individual burst search sample described in Chapter 8. It consisted of a short hard

burst lasting ∼200 ms with and a peak luminosity of ∼ 2×1046 erg/s [173] and isotropic energy of

∼ 3 × 1046 erg (∼ 1 × 10−8M⊙c
2) assuming a distance of 15 kpc to the source (see Section 7.3.1),

as much energy as the sun radiates in a quarter million years. The short burst was followed by the

∼6 minute tail which radiated a total energy of 5× 1043 erg. The tail showed a complicated pulse

profile which evolved in time (Figure 7.2. Quasiperiodic oscillations were observed at times in the

tail emission, the strongest with frequencies ∼92.5 Hz, ∼18 Hz and ∼30 Hz [174]. In addition

there was a ∼1 s precursor 142 s before the main flare (Figure 7.4, evidence of a ∼1 hour X-ray

afterglow [136], and a radio nebula expanding with a velocity of 0.3 c [175]. Following [176], we

identify separate stages of the SGR 1806–20 event:

• the ∼1 s duration precursor flare, 142 s prior to the main burst (Figure 7.4);

• quiet period between the precursor and main burst;

• a brief 2.5 ms duration “fast peak” immediately preceding the main burst [176];

• the main burst (Figure 7.3);

• a ∼60 s decay period, characterized by nonthermal emission [176];

• ∼6 minute pulsed tail;

• ∼1 hour of X-ray afterglow [136];

• expanding radio nebula.
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Figure 7.2: Pulse profile evolution of SGR 1806–20 giant flare tail. Each panel displays the pulse

profile over two pulse cycles at the given time intervals during the flare. The times are for the

midpoint of each interval relative to the start of the main spike. The pulse profile becomes less

sinusoidal during the course of the flare. The phases of the peaks remain fixed, which suggests a

finalized magnetic geometry and emission from a trapped fireball [127]. Figure taken from [127].
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Figure 7.3: Light curve of the main burst of the SGR 1806–20 giant flare, taken from [18]. This

data was taken by the Cluster C4 (triangles) and Double Star TC-2 (circles) satellites, which were

designed for the study of Earth’s magnetosphere. Solid lines in the figure express timescales in

the light curve. The steep initial rise is fit by an e-folding time of 4.9 ms and the second rise is fit

by an e-folding time of 67 ms [18].

Quasiperiodic oscillations (QPOs) seem to be a regular feature of giant flare tails. There

had been tentative evidence for quasiperiodic oscillations in the 1979 giant flare tail from instru-

ments available at the time [177]; and oscillations were found in a recent re-examination of data

from the tail of the 1998 giant flare [178].

7.1.3 Intermediate bursts

So-called intermediate bursts are characterized by longer durations, larger peak luminosities, and

larger energies than common bursts. Bursts lasting more than 500 ms are generally considered

intermediate bursts. The classification was created after the observation of an uncommmon 2001

April 18 SGR 1900+14 burst lasting ∼40 s and with energy greater than 1042 erg, which occurred
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Figure 7.4: Light curve of the SGR 1806–20 giant flare precursor, taken from [176].

after a quiet period of almost two years [138, 179]. The rising edges of these bursts look like

the abrupt rising edges of common bursts. They can last longer than the rotation period of the

progenitor, but if they don’t they have abrupt endings as well [139]. They often, but not always,

occur in the months following giant flares. [139] suggests that at least some intermediate flares

could be “aftershocks” of giant flares.

The addition of intermediate bursts to the SGR burst menagerie suggests that there may

be a continuum of burst energies from these objects, from the smallest common bursts to the

largest giant flares [180]. This supports using the same gravitational wave search methodology for

all SGR bursts, from the common to the giant.

7.1.4 Burst storms

The most dramatic SGR activity besides giant flares may be emission of series of many common

and intermediate bursts in short periods of time lasting on the order of a minute. These are

referred to as multi-episodic events, storms, or forests. This section describes a few of the most

spectacular storms (most of which have been given by SGR 1900+14) but does not attempt to

give an exhaustive list. Reference [139] states that most burst storms are seen at lower peak flux

than these.

On 1998 May 30, about three months before giving a giant flare, SGR 1900+14 gave the
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Figure 7.5: Light curve from the 1998 May 30 SGR 1900+14 storm, from Konus-Wind, showing

the region of greatest activity in the storm. G1 and G2 show the 15-50keV and the 50-250keV

bands, respectively. Figure from [182].

first observed intense storm (Figure 7.5) [181]. On 1998 September 1, a few days after the giant

flare, it gave another storm (Figure 7.6) [139].

On 2006 March 29 SGR 1900+14 gave a storm [183]. The lightcurve for the event is shown

in Figure 8.2. More than 40 bursts were detected over the course of ∼30 s, including seven inter-

mediate flares. The total event released 2 − 3 × 1042 erg [183]. Since intermediate flares are rare,

this event was an excellent opportunity to probe model predictions such as the trapped fireball

and twisted magnetosphere, and to refine spectroscopic measurements, including time-resolved

spectroscopy. These observations provide additional support for the magnetar model [183]. Fur-

thermore, they support a continuum between common bursts and intermediate flares. The SGR

1900+14 storm light curve is discussed further in Chapter 9.

The renewed activity of SGR 1627–44 (Section 7.1.5) also included a burst “storm” or

“forest” of dozens of events, starting on 5 May 2008 10:25:54 UT [184, 185]. The BAT light curve

of this storm is shown in Figure 7.7.
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Figure 7.6: Light curve from the 1998 September 1 SGR 1900+14 storm (BATSE 25–100 keV).

The inset shows the most intense part of the storm. Figure from [139].

7.1.5 SGR activity histories

While only SGR 1806–20 and SGR 1900+14 were active during S5y1 (Chapter 8), it is useful to

summarize the burst histories of all four of the SGRs. This gives a rough qualitative sense of the

likelihood of SGR burst activity during future LIGO science runs. Figure 7.8 shows histograms of

bursts from four of the five SGRs, from the beginning of observation to 2005.

SGR 1806–20 was the first SGR to be discovered. It emitted a burst of soft gamma rays

on 1979 January 7, remaining sporadically active until a period of intense activity consisting of

over 100 detected bursts in the mid 1980s. As of November 2006 more than 450 soft gamma ray

bursts had been detected from SGR 1806–20 since its discovery in 1979 [176]. SGR 1806–20 gave

a giant flare on 2004 December 27, and was active throughout the LIGO S5 science run from

November 2005 to November 2007, during which ∼300 bursts from SGR 1806–20 were detected

by the IPN. At the time of this writing, the last GCN report of burst activity from SGR 1806–20

was published on 2007 September 24, though this does not necessarily mean activity has ceased.

SGR 0526–66, in dramatic fashion, emitted a giant flare a few months after the discovery

of SGR 1806–20. It continued to emit bursts until 1983, and has since been silent [186, 187].
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SGR 1900+14 gave 3 detected bursts in two days in 1979, a mere nine days after the

SGR 0526–66 giant flare. In the first three months of 1979, three of the five confirmed SGRs

were discovered. After these three bursts SGR 1900+14 was quiet for nearly two decades, with

the exception of 3 bursts detected in 1992. Then in the summer of 1998 it became very active,

giving over 1000 bursts over nine months, including burst storms and the 1998 August 27 giant

flare [183]. After a period of inactivity, it gave the bright intermediate flare on 2001 April 18.

SGR 1900+14 was active during the LIGO S5 science run, but its activity was concentrated to

a short period in 2006 March encompassing the storm event (see Figure 8.1). At the time of this

writing, the last GCN report of burst activity from SGR 1900+14 was published on 2006 June

10, though this does not necessarily mean activity has cased.

SGR 1627–41 was discovered in 1998, emitting about 100 bursts in six weeks [188] and then

fell silent. It has recently shown a renewal of its activity after 9.8 years of quiescence [184, 185].

The new activity includes a burst storm of dozens of events. The BAT light curve of this storm

is shown in Figure 7.7. No giant flare has been observed from SGR 1627–41.

A few days before this writing, on 2008 August 22, SGR 0501+4516 was discovered by the

BAT detector aboard the swift satellite through three “discovery bursts”[140, 142, 143]. The spin

period has already been measured to be 5.769±0.004s based on a 600 s observation with the RXTE

satellite [189] and 5.7620697± 0.0000015s with the Swift XRT detector [190]. An association with

SNR G160.9+2.6, located 1.5 kpc distant, is plausible [144, 145]. A 1.4 GHz radio image of the

SNR taken from the Canadian Galactic Plane Survey is shown in Figure 7.9 [144]. This SGR

gave 56 bursts in the first 87 hours since discovery, though activity declined in the subsequent 43

hours [191]. A few of these bursts have been remarkably bright [192]. It will be interesting to see

how this new SGR behaves in the future.

Finally, we mention a candidate SGR, 1801-23 [193]. This candidate has only given two

bursts (on one day in 1997) and so the IPN localization is poor and not much else can be said. The

characteristics of the two bursts were otherwise consistent with SGR bursts, and this is probably

an SGR which has entered an inactive state [187].

7.2 Other observed properties of SGRs

We have so far focused on properties of SGRs which are directly relevant to our gravitational

wave search. Here we briefly present some of their other properties.
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7.2.1 Quiescent X-ray emission

The persistent X-ray emission mentioned above, 1034 to 1036 erg/s in the 1–10 keV band, exhibits

a pulse shape recurring at the SGR’s rotation frequency and the spectra can generally be fit

by a blackbody plus power law model [139]. The two components in the model, blackbody and

power law, can vary independently. When an SGR is not bursting, the blackbody temperature

is relatively constant in time and between sources [194, 195] but the power law component shows

relatively large variations [165, 194]. Pulse profiles tend to be roughly sinusoidal [139].

An interesting property of the emission is that it can apparently be affected by the transient

bursts [165, 196]. After its period of activity in 1998, SGR 1900+14 displayed an increase in

persistent X-ray emission, accompanied by changes in the spectrum. The SGR 1900+14 persistent

emission pulse profile in particular became significantly more sinusoidal after the giant flare, and

this change appears to be permanent [139]. This change is evidence for a reconfiguration in the

magnetic field at the time of the giant flare [196]. Subtle changes have also been observed in SGR

pulse profiles during periods of common burst activity. Changes in behavior observed between

epochs before and after burst active periods could potentially shed light on the nature of the

burst mechanism, but greater continuity of observation would be necessary to understand the

relationship between bursting and X-ray variability.

7.2.2 Timing

SGR spin rates can be measured via pulsations in the X-Ray emission or in modulations of tails

in intermediate bursts or giant flares. SGRs tend to spin significantly more slowly than radio

pulsars, with periods in the range 5–10 s (Table 7.1).

SGR timing noise is relatively large [165]. The spin-down rates of SGRs have shown

substantial variability over short timescales. For example, SGR 1806–20 shows at least a factor

of ∼6 in spin-down torque [165, 197]. In general, changes in Ṗ do not correlate to periods of burst

activity, with the exception of the 1998 August 27 giant flare from SGR 1900+14, in which a

significant “anti-glitch” (i.e. a decrease in spin frequency) was observed with ∆P/P = 10−4 [172].

During an ∼3 month period containing the giant flare, Ṗ increased by a factor of more than 2 [172].

Due to observational sampling limitations, however, it cannot be ruled out that this change in

rotation of SGR 1900+14 occurred in the months leading up to the giant flare. No glitch or

anti-glitch was observed in the 2004 December 27 giant flare from SGR 1806–20, which was more

than two orders of magnitude more energetic, although significant changes were observed in the
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months leading up to this event [198].

Lack of correlation between changes in Ṗ and burst active periods [197] has implications

for models of SGR activity [165]. Models for both the SGR burst mechanism and torque variability

invoke seismic activity or motion in the crust. In the context of such models, lack of correlation

between these observables implies either that the underlying seismic or crustal activities are un-

correlated, or that one or both of the observables are not caused by underlying seismic or crustal

activity.

Finally, glitches are observed in SGRs which are typically larger and occur more frequently

than in radio pulsars of comparable spin periods [138].

7.2.3 Quasiperiodic oscillations

QPOs were observed in the tail of the SGR 1806–20 giant flare by detectors on two satellites,

RXTE and RHESSI [174, 199]. After this discovery the tail of the SGR 1900+14 giant flare was

re-analyzed, and QPOs were discovered there as well, at 28, 54, 84 and 155 Hz [178]. Frequencies

and durations of QPOs from the SGR 1806–20 giant flare are given in Table 7.2.3. It is possible

that a feature at 43 Hz in the tail of the SGR 0526–66 was also a QPO [200].

QPOs are also observed in the Earth after earthquakes. QPOs in SGR giant flare tails

are probably due to seismic oscillations in the star, either in the crust or involving the entire

star, probably in the toroidal modes. These motions could couple to the magnetic field thereby

affecting the X-Ray emission. It may be possible to extract information about star parameters and

possibly the star’s EOS from these QPOs. A LIGO search for gravitational waves associated with

the SGR 1806–20 QPOs has been performed [201]; no gravitational wave detection was claimed.

7.2.4 Association with supernova remnants

All five of the confirmed SGRs might be associated with supernova remnants, evidence for a neu-

tron star progenitor for SGRs. SGR 0501+4516 is thought to be associated with SNR HB9 [144].

SGR 0526-66 is thought to be associated within the N49 SNR [203]. SGR 1627-40 lies near to SNR

G337.0-0.1. SGR 1806–20 is thought to be associated with SNR G10.0-0.3 [187]. SGR 1900+14

is thought to be associated with SNR G42.8+0.6 [204].
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Table 7.2: Summary of the most significant QPOs observed in the pulsating tail of SGR 1806−20

during the 27 December 2004 hyperflare. The period of observation for the QPO transient is

measured with respect to the flare peak, the frequencies are given from the Lorenzian fits of the

data and the width corresponds to the Full-Width-at-Half-Maximum (FWHM) of the given QPO

band. Table from [201].

Frequency FWHM Period Satellite References

[Hz] [Hz] [s]

17.9 ± 0.1 1.9 ± 0.2 60-230 RHESSI [199]

25.7 ± 0.1 3.0 ± 0.2 60-230 RHESSI [199]

29.0 ± 0.4 4.1 ± 0.5 190-260 RXTE [202]

92.5 ± 0.2 1.7+0.7
−0.4 170-220 RXTE [174]

” ” 150-260 ” [202]1

92.7 ± 0.1 2.3 ± 0.2 150-260 RHESSI [199]

92.9 ± 0.2 2.4 ± 0.3 190-260 RXTE [202]

150.3 ± 1.6 17 ± 5 10-350 RXTE [202]

626.46 ± 0.02 0.8 ± 0.1 50-200 RHESSI [199]

625.5 ± 0.2 1.8 ± 0.4 190-260 RXTE [202]

1837 ± 0.8 4.7 ± 1.2 230-245 RXTE [202]
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7.3 SGR distances and locations

In the search for gravitational waves described in Chapter 8 we are interested in SGR 1806–20

and SGR 1900+14. Knowing distances and sky locations for these sources is important for setting

upper limits on isotropic gravitational wave burst emission energy.

Understanding SGRs through their electromagnetic radiation has been an endeavor in-

volving multiple wavelengths. Quiescent X-ray counterparts can be localized on the sky to sub-

arcsecond precision, allowing for deep follow-up observations at other wavelengths, which have

borne fruit in the form of discoveries of low-probability associations to other astrophysical ob-

jects such as supernova remnants and clusters of massive stars. Follow-up observations also allow

distances to be estimated using a variety of methods.

7.3.1 SGR 1806–20

The X-Ray source associated with SGR 1806–20 coincides with a supernova remnant (SNR) [205],

a luminous blue variable [206, 207] (LBV 1806–20, which is one of the most luminous stars in the

local group [208] and possibly the most luminous star in our Galaxy [209]), and a massive star

cluster [156] within a 10” circle [154]. These items are all rare. For example, only about a dozen

luminous blue variables are known in the local group of galaxies [156]. Based on the association

between SGR 1806–20 and a massive star cluster, and similar associations observed for SGR

1900+14 and SGR 0526–66, it is plausible that these SGR progenitors are massive stars belonging

to the clusters [138]. Similarly, associations with an SNR (also observed for It is still unclear what

connection, if any, exists between the SGR and the LBV, but the chance line-of-sight coincidence

of these two objects is exceedingly small [156].

Triangulation of eight bursts from this source occurring between 1996 and 1999 using

Ulysses, BATSE and Konus-Wind led to a position of right ascension 18h08m39.4s and declination

−20◦24′38.6′′ with a 3σ ellipse of 230 arcsec2 [147].

[154] gives an improved position estimate for SGR 1806–20 based on the X-ray counterpart

of right ascension 18h08m39.32s and declination −20◦24′39.5′′ with rms uncertainties of 0.3 arc

second in each coordinate, based on Chandra observations.

Several distance estimates for SGR 1806–20 have been made by different methods, ranging

from 6.4–9.8kpc [210] to 15.1 kpc [155, 208, 211].

[210] gives a distance range from 6.4–9.8 kpc obtained using the fading radio counterpart

from the SGR 1806–20 2004 giant flare. Their estimate used a high resolution 21 cm radio spectrum
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tracing intervening interstellar neutral hydrogen clouds.

[156] gives a distance of 14.5 kpc by assuming association with a cluster of giant massive

stars enshrouded in a dense cloud of dust. The distance to the dust cloud was estimated from

mid-infrared observations made with the Infrared Space Observatory.

[155] gives a distance of 15.1+1.8−1.3 kpc to the radio nebula G10.0-0.3 which is powered

by the wind of LBV 1806–20 and associated with the SGR. This distance was estimated using

millimeter and infrared spectroscopic observations of CO emission lines and NH3 absorption fea-

tures from molecular clouds along the line of sight, as well as optical extinction of LBV 1806–20.

[211] had previously given a distance of 14.5 ± 1.4 kpc based on a distance to the SNR G10.0-0.3

and other molecular clouds including one of the brightest H II regions in the Galaxy, W31 using

CO observations.

For the remainder of this work, we use the position from [154], right ascension 18h08m39.32s

and declination −20◦24′39.5′′, and a nominal distance of 10 kpc. The sky position is used to cal-

culate LIGO interferometric detector antenna factors used in gravitational wave searches, and the

uncertainties in the sky position lead to uncertainties in antenna factors which are insignificant

to the search results. Energy upper limit estimates produced by the search can easily be rescaled

to other distances dalt by using the relation

Ealt = Enom

(

dalt

10 kpc

)2

. (7.1)

7.3.2 SGR 1900+14

As with SGR 1806–20, the X-Ray source associated with SGR 1900+14 also coincides with a

high-mass star cluster [159].

VLA observations of an associated fading radio source performed after the SGR 1900+14

1998 giant flare led to the first sub-arcsecond precision localization of the SGR, of right ascension

19h07m14.33s and declination 9◦19′20.1′′ with an uncertainty of 0.15”[157].

Triangulation of six bursts from this source led to a position of right ascension 19h07m14.3s

and declination 9◦19′19′′ with a 3σ ellipse of 600 arcsec2 [147]. This position is less precise than

the VLA position given in [157], and was used primarily as a check on the statistical method for

triangulating the position of SGR 1806–20 using IPN satellite observations of bursts.

[212] gives a distance of ∼5 kpc to SGR 1900+14 assuming association with SNR G42.8+0.6.

The distance SNR G42.8+0.6 is estimated using the Σ–D relationship relating radio surface bright-

ness to diameter [213].
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[204] gives an independent distance estimate to SGR 1900+14 of 5.7 kpc using measure-

ment of 21 cm neutral hydrogen column density [214]. [158] supports this distance estimate.

[159] and [215] give a distance estimate to SGR 1900+14 of 12–15kpc based on association

with a cluster of supergiant stars. Distances to these stars were obtained using spectral typing

and optical extinction arguments, and astrometric determination of proper motions over a 1.3 year

period to help exclude the possibility that the cluster is composed of giant stars and not supergiant

stars. The association is of the cluster with SGR 1900+14 is bolstered by the similarity to the

cluster observed in coincidence with SGR 1806–20.

For the remainder of this work, we use the SGR 1900+14 position from [157], right ascen-

sion 19h07m14.33s and declination 9◦19′20.1′′, and a nominal distance of 10 kpc. As with SGR

1806–20, uncertainties in the sky position lead to uncertainties in antenna factors which are in-

significant to the search results. Energy upper limit estimates produced by the search can be

rescaled as discussed at the end of Section 7.3.1.

7.4 Magnetar model

We now turn to a discussion of the most popular SGR model. Under the magnetar model [17, 216]

SGRs are neutron stars with exceptionally strong internal toroidal magnetic fields ∼ 1015 G [216]

or possibly & 1016 G [21]. The magnetar model attempts to explain the observed properties of

two classes of astrophysical objects, the SGRs and the AXPs (Anomalous X-ray Pulsars). The

model posits that the energy expenditure observed in burst and quiescent emission is provided by

the decay of the strong magnetic field.

Evidence that SGR progenitors were likely neutron stars came early. As mentioned in

Section 7.1.2, the 1979 SGR 0526-66 giant flare was too energetic to be anything but a compact

object; and evidence of 8.1 s periodicity ruled out a black hole. Furthermore, two of the four known

SGRs, SGR 1806–20 and SGR 0526-66, are associated with young supernova remnants [141, 205,

217], further strengthening the case for neutron stars as SGR progenitors.

Magnetar fields are some 103 times stronger than fields in typical radio pulsars, and are

much stronger than the quantum critical value at which energy between Landau levels equals the

electron rest mass given by fundamental constants,

BQED ≡ m2c3

~e
= 4.4 × 1013 Gauss. (7.2)

In fields this strong, electrons are propelled at nearly the speed of light around magnetic field lines

and the vacuum itself becomes birefringent, like a calcite crystal [218]. The strong field is thought
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to originate in “dynamo action” which operates until about 10 s after the star’s birth. Dynamo

action requires convection within the star and a high initial spin rate greater than about 200 Hz;

if the initial spin rate is too low, the dynamo will fail. The magnetar model posits that garden

variety radio pulsars, with magnetic fields on the order of 1012 G, were born with spin rates too

low for the dynamo to operate effectively. SGRs and AXPs on the other hand were spinning

sufficiently rapidly for strong fields to be generated.

Evidence for the atypically strong fields comes from several sources. First, the SGRs and

AXPs spin rate range of 2–12 s is slow compared to the spin rates of typical millisecond pulsars.

Though the magnetar model predicts rapid initial spins, the strong field generated by the dynamo

will spin the star down much more rapidly than the ordinary neutron star magnetic fields. The

magnetic dipole braking relationship, relating the star’s external magnetic field to period and spin

down rate for isolated radio pulsars is [219]

B ∼ 3 × 1019
√

PṖ Gauss. (7.3)

The periods of SGR 1806–20 and SGR 1900+14 are 7.5 s and 5.2 s respectively and their measured

spin down rates are between 10−11 and 10−10 s s−1, implying the strong magnetar fields (e.g.

B ∼ 8× 1014G for SGR 1900+14) if the above relation holds for SGRs [141, 220]. This implies an

additional observational prediction, that spin down powered beams are narrow or nonexistent in

magnetars.

Second, the persistent X-ray emission from these objects is more than can be supplied by a

neutron star’s rotational energy. The magnetic field can transfer energy to heating of the neutron

star, potentially through more than one mechanism. First, ongoing seismic activity caused by the

strong field which can churn the star’s interior causes heating [221]. Second, changing fields in the

star’s magnetosphere lead to currents of charged particles which can transfer energy to X-rays.

Finally, these currents terminate at the star’s surface, resulting in heating. A field in excess of

about 1015 G is needed to power X-ray emission at 1035 erg/s for the typical magnetar age of 104

years [139].

Third, the extreme luminosities of SGR bursts can be explained by magnetic field sup-

pression of the electron scattering cross section in the neutron star magnetosphere.

Fourth, the SGR bursts themselves, especially giant flares, require an energy source greater

than the rotational energy of the star. Because magnetars spin slowly, rotational energy is not

sufficient to power the observed SGR activity. Ordinary pulsars are powered by rotational energy

losses coupled through the ∼ 1012 G magnetic field. However, the much larger magnetar magnetic

field itself could act as the energy source. In addition it can supply a mechanism for the sporadic
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bursting through its interaction with the neutron star crust. Burst emission occurs when the crust

fails suddenly due to increasing stresses from the internal toroidal magnetic field (crustquake) as

suggested in Figure 7.10, releasing in a burst of plasma into the magnetosphere [17]. Giant flares

may occur when sudden large scale magnetic field reconfigurations cause catastrophic failures of

the crust [18, 173]. The field must be at least about 1014 G before being capable of causing crust

failure.

Finally, the fading tails observed after giant flares could be explained by magnetically

trapped fireballs in the star’s magnetosphere. A field strength of about 4 × 1014 G is required for

magnetically trapped fireballs.

We note that there is evidence that SGRs can be modeled as relaxation systems in which

a continuous input of energy from the magnetic field causes sporadic and unpredictable releases of

energy when the crust fails [223]. This supports the magnetar crustquake model. Other examples

of relaxation systems include avalanches and earthquakes.

7.5 Emission of gravitational waves

The question of whether and how SGRs emit gravitational waves is unfortunately still murky. We

hope that gravitational wave observational results, such as those discussed in this dissertation,

will stimulate further theoretical work in this area.

The observation that SGR burst events are apparently the output of relaxation sys-

tems [223] suggests that burst events plausibly begin with violent activity in the neutron star

crust. This is further reinforced by the prediction that the star’s interior can store much larger

magnetic fields than the star’s exterior, which may indicate a burst mechanism beginning with a

crust event rather than reconnection of an external magnetic field [139].

Crustquakes could excite the star’s nonradial f -modes damped by gravitational waves [19–

21], making SGRs interesting candidates for gravitational wave emission [20, 23]. Evidence of

QPOs in the tails of SGR giant flares, which may be caused by seismic oscillations in the star

which are excited after the large fracture [174, 178] suggests that excitation of f -modes may also

occur.

There are few papers directly addressing the question of emission of gravitational waves

coincident with SGR bursts [20, 21, 23]. The most detailed model, which also allows for the most

gravitational wave energy to be emitted, is Ioka’s [21]. We are indebted to B. Owen for discussions

informing what follows.
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Ioka’s model is motivated by the observed increase in period of SGR 1900+14 associated

with the 1998 August 27 giant flare (Section 7.2.2). Thus, one problem with the model, pub-

lished in 2001, is that no similar anti-glitch was observed in the SGR 1806–20 2004 giant flare

(Section 7.2.2). However, it is possible that timing noise could hide some glitches, and it may be

possible to decouple the model from the anti-glitch, at least in part.

The angular velocity of a neutron star can be written

Ω = J /I, (7.4)

where I is the moment of inertia and J is the angular momentum. The Ioka model explains

spin down as an increase in I, as opposed to a change in J as in other models [224]. I is

affected by changes in the star’s strong field; Ioka assumes the deformation is elliptical like the

rotational deformation, causing elongation along the rotational axis. At magnetar field strengths

the magnetic deformation should dominate the rotational deformation. Ioka estimates that the

fractional change in I due to the magnetic deformation is of order δ, the ratio of magnetic energy to

gravitational energy (about 10−4), and that the fractional change in gravitational energy is roughly

of order δ2, making the change in energy of order 1045 erg. Therefore global rearrangements of

the magnetic field would cause fractional changes in Ω of ∼ 10−4 and would release energies of

∼ 1045 erg. Ioka was inspired to work out his model by this correspondence with observations

from the SGR 1900+14 giant flare.

Ioka calculates equilibria for neutron stars with different masses, radii, and equations of

state, finding that these equilibria are characterized by discrete energy states which are related

to the number of loops of the magnetic field. Transitions between energy states correspond

to relatively small changes in the magnetic field energy but large changes in the gravitational

potential energy, and would be observed as SGR bursts. A plot of the the gravitational potential

energy difference between equilibrium states is shown in Figure 7.11. Ioka assumes most of this

energy goes into gravitational waves; it is possible in this model for gravitational wave energy

release to greatly exceed the gamma ray energy release. We see that in Ioka’s model a transition

between even adjacent states could release 1046 erg in gravitational waves for an n=1 polytrope.

More esoteric equations of state and transition between non-adjacent states could result in up to

1049 erg in gravitational wave emission under this model.

We can define the ratio

γ = E90%
GW/EEM, (7.5)

which is a measure of the coupling between the EM emission mechanism and the gravitational
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wave emission mechanism. This figure of merit will be useful in our search described in Chapter 8.

Ioka does not explicitly address such a ratio. Indeed, for part of the paper he sets EEM = 0 which

he justifies since EEM turns out to be a small fraction of EGW. Unfortunately, Ioka’s range of

EEM is never clear. However, Ioka keeps EEM < 1045 erg (the isotropic electromagnetic energy

release measured in the SGR 1900+14 giant flare), and with this EEM and assuming a largest

EGW from the model of 1049 erg, γ as large as 104 might fall in the range of model predictions.
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Figure 7.7: BAT light curve of the May 2008 storm from SGR 1627–44 [184] Two preliminary bursts are visible in the section at the left,

and the storm itself is visible in the section at the right.
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Figure 7.8: Burst histories of the four confirmed SGRs to 2005, with Julian date on the lower

axis and calendar years on the upper axis. Bursts were identified with various detectors in the

IPN network, which have different sensitivities. No detectors were observing during the shaded

epochs. Figure taken from [165].
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Figure 7.9: 1.4 GHz radio image of the SNR G160.9+2.6 taken from the Canadian Galactic Plane

Survey, showing the location of SGR 0501+4516 [144]. The SNR is ∼1.5 kpc distant [145].
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Figure 7.10: An untwisting internal magnetic field may lead to twisted field lines in the star’s

magnetosphere, which might contribute to the observed persistent X-ray emission. The mechanism

may also stress a magnetar’s solid crust until it fails irreversibly. Drawing: R. Duncan [222].
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Figure 7.11: The released gravitational wave energy as a function of the various sets of the initial

and final state in Ioka’s model. Figure from [21].
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Chapter 8

Search for Gravitational Waves

from Individual SGR Bursts

In this chapter we describe a search for gravitational waves associated with individual SGR bursts

using the Flare pipeline, and give results for the SGR 1806–20 giant flare and the first year of S5

(S5y1) [225]. This work was published in [225].

We have searched for neutron star ringdowns and also for unmodeled short-duration grav-

itational wave emission. This decision was motivated by predictions from some models of neutron

star f -modes damped by gravitational waves [19–22, 226, 227]. The detectors’ most sensitive

region, 100–1000Hz, was searched for unmodeled short-duration gravitational wave emission.

8.1 The sample of SGR bursts

The SGR burst sample was provided by the gamma ray satellites of the third interplanetary net-

work (IPN) [228], and includes the 2004 December 27 SGR 1806–20 giant flare and 214 confirmed

IPN-listed SGR events occurring during the first year of LIGO’s fifth science run from 14 Novem-

ber 2005 to 14 November 2006. The sample includes 152 SGR 1806–20 bursts (74 with three

LIGO detectors observing at the event time, 41 with two detectors, 18 with a single detector, and

19 with no detector) and 62 SGR 1900+14 bursts (43 with three detectors observing at the time,

12 with two detectors, 2 with a single detector, and 5 with no detector). One of the SGR 1900+14

events was a storm lasting ∼32 s [183] and consisting of multiple bursts, and one of the SGR

1800–20 events was a burst series consisting of two fairly bright bursts and four weaker bursts.
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Significant activity during S5 from the other galactic SGRs has not been observed. Including the

SGR 1806–20 giant flare, analysis was possible for a total of 191 listed SGR events.

The S5 SGR burst events are not distributed uniformly in time. Figure 8.1 shows his-

tograms of the listed burst events which occurred during S5.

Table 8.1: Number of the 214 S5y1 burst events occurring with triple, double, and single LIGO

detector availability after application of data quality cuts.

source triple double single none

SGR 1806–20 74 41 18 19

SGR 1900+14 43 12 2 5

Of the 214 bursts which occurred during S5y1, trigger times were provided by IPN satel-

lites as given in Table 8.2. For a gamma ray burst event to be considered a confirmed SGR 1806–20

or SGR 1900+14 event, its localization must be consistent with the SGR position. The localiza-

tion can come from an IPN annulus, or from a single detector. HETE, INTEGRAL, and Swift

sometimes image bursts to arc minute accuracy. The event spectrum and burst duration must

also be consistent with SGR events (that is, soft and short). In addition to the 214 confirmed

events in S5y1, there are many unconfirmed events listed. A burst is considered unconfirmed if

no localization was obtained. We do not include unconfirmed events in the search. Finally, given

the distribution of electromagnetic energies of observed SGR events as discussed in Section 7.1,

we note that there are likely many SGR events which occurred below the detection threshold of

the satellite network. In addition, SGR bursts may fail to be detected by any satellite due to

occultation, field of view limitations, or detector downtime.

The events list for the S5 first year SGR search was made from a set of SGR electromag-

netic burst trigger times provided by the IPN. It should be reasonably complete for bursts with

fluences above 10−6 erg cm−2 [229], but as mentioned above, there can be bursts which occurred

above this threshold and were not observed by any satellite. The UTC times in this list are given

to the nearest second, and are triggering times of the detector at the satellite. (Recall that the

rise to peak flux of SGR events is rapid.) These UTC times were converted to GPS times. Burst

event times at the KONUS/Wind satellite were propagated to the geocenter (see Section 8.1.4).

SGR bursts listed in the GCN [230] comprise a small subset of the more electromagnetically

spectacular bursts in the sample. Table 8.3 lists all bursts in the S5y1 sample for which fluences

are given in a GCN report. Durations are also given when available.
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Figure 8.1: Histograms of the listed burst events which occurred during S5. Top: SGR 1806–20.

Bottom: SGR 1900+14. Note the very different time distributions of activity from these two

SGRs.
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Table 8.2: Breakdown of IPN satellites providing trigger times for the 214 S5y1 SGR bursts.

(The SGR 1806–20 giant flare time was provided by RHESSI [231], and cross-checked with the

INTEGRAL arrival time.) Altitude refers to distance above the surface of the earth. Max delay

is the max light travel time between the satellite and the geocenter.

satellite detector S5y1 triggers max altitude [km] max delay [ms]

Swift BAT [232] 172 6.0 × 102 23

Wind Konus [233] 21 1.7 × 106 5700

INTEGRAL [234] 20 1.6 × 105 520

Suzaku [235] 1 5.7 × 102 23

8.1.1 Multi-episodic storm from SGR 1900+14

One of the most interesting events in the S5y1 sample was a multi-episodic storm from SGR

1900+14 [183]. This event occurred on 26 Mar. 2006 after a few days of activity. As is evident in

Figure 8.1, this storm and its vicinity accounted for most of the S5 activity from SGR 1900+14.

The storm itself lasted only ∼ 30 s; the Swift/BAT light curve is shown in Figure 8.2.

8.1.2 060806 burst series from SGR 1806–20

The electromagnetically brightest S5y1 SGR burst in the sample occurred in a burst series emitted

by SGR 1806–20 on 2006 August 06 (hereafter “060806 event”) [236, 237]. The Konus-Wind light

curve [238] is shown in Figure 8.3. The event was a series of two large bursts and four small bursts

occurring within about two minutes. The fluence of the largest burst measured by Konus-Wind, in

the energy range > 18 keV, was 2.4×10−4 erg cm−2 [239]. This gives a lower limit on the isotropic

electromagnetic energy at a distance of 10 kpc of EEM = 2.9 × 1042 erg. Aside from the SGR

1806–20 giant flare (Section 8.1.3), the largest burst in this series was the burst in the sample with

the smallest values of γ = E90%
GW/EEM. The fluence of the second largest burst at the beginning

of the series was 6.0 × 10−5 erg cm−2 [238].

At the time of the 060806 event, the light travel time for a wavefront arriving from SGR

1806–20 from the geocenter to the Konus-Wind satellite was 5.051 s. The time axis in Figure 8.3

gives the light crossing time at the geocenter; i.e. the 5.051 s has already been applied. The

time for the start of this series listed by the IPN gives the light crossing time at the Konus-Wind

satellite.
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Figure 8.2: 15 keV to 100 keV BAT light curves with a time resolution of 1 ms obtained during

the burst “storm” of 2006 March 29. Times on the x-axis are relative to 02:53:09 UT. Figure

from [183].

8.1.3 The SGR 1806–20 giant flare

The giant flare light curve was resolved by several instruments, and its timescales are well known.

We use the light curve timescales as a means to limit the parameter space of the search. The

timescale of the initial rise was .1 ms, possibly associated with propagation and reconnection in

the magnetosphere [18, 127]. There was also an intermediate rise with an e-folding time of ∼5 ms

(see Figure 7.3), which could be explained in the magnetar model if the rise rate is limited by

propagation of a large (∼5 km) crustal fracture in the neutron star [18, 240]. The prompt flare

duration was ∼100 ms, possibly the Alfven crossing time in the star’s interior [18]. Repeated

injections of energy on this ∼100 ms timescale are also observed in the GEOTAIL data [128].

Finally, the tail observed after the flare had a duration of minutes. This longer timescale is not

considered relevant to our search for transient burst signals, though it is important for a search

for gravitational waves associated with QPO oscillations in the tail [201].

The inferred isotropic electromagnetic energy for the event, assuming a distance of 10 kpc,

was 1.6 × 1046 erg [126].
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Figure 8.3: Konus-Wind light curve for the 060806 event from SGR 1806–20.

8.1.4 Event trigger times

The critical attribute of an external trigger in our search is the trigger time. Listed event times

refer to wavefront arrival at a satellite. The arrival times are satellite detector trigger times, and

do not in general correspond to either the beginning or the peak of the electromagnetic event. For

short SGR bursts, lasting typically 100 ms, trigger times are adequately close to the event peaks

for the purposes of this gravitational wave burst search, which uses 4 s on-source regions which

account for this uncertainty.

The times in the list of SGR bursts are satellite trigger times at the detector rounded

to the nearest second. Using these times as listed in the externally triggered gravitational wave

search introduces two significant sources of error: ±0.5 s error from rounding and error from not

considering the gravitational wave travel time from the satellite to the detector. Satellite timing

uncertainties are insignificant compared to these two sources, as each spacecraft has an associated

clock uncertainty, typically in the several ms range and rarely exceeding 100 ms.

As shown in Table 8.2, all satellites except Konus-Wind reporting times in the SGR sample

have maximum light travel times to the geocenter of no more than about 0.5 s. Konus-Wind can
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have light travel times greater than 5 s, and thus we propagate light crossing times for events with

Konus-Wind trigger times, as described in Appendix C.

8.2 On-source region

To analyze a given SGR burst we divided gravitational wave data into an on-source time region

(in which gravitational waves associated with the burst could be expected) and a background

time region (in which we do not expect an associated gravitational waves, but in which the noise

is statistically similar to the on-source region). We require an on-source region large enough to

account for satellite timing uncertainties and wavefront propagation times to Earth, and most SGR

flare model predictions. Gravitational wave emission is expected to occur almost simultaneously

with the electromagnetic burst [21].

As stated above, Konus-Wind light crossing times are propagated the to the geocenter,

and other satellites providing burst times can have no more than a 0.5 s light travel time to the

geocenter. Thus, the two primary systematic errors in the trigger times — rounding of the times

in the SGR burst events list and light travel time from the satellite — add up to at most about a

second. For isolated bursts we choose a 4 s long on-source region ±2 s centered on the SGR burst.

This accounts for the systematic errors, and conservatively accounts for uncertainty in coincidence

of electromagnetic and gravitational wave emission.

There are three special cases: 1) for two SGR 1900+14 bursts which occurred within 4 s

of each other a combined 7 s on-source region was chosen; 2) for the SGR 1900+14 storm a 40 s

on-source region was used; 3) for the 060806 event from SGR 1806−20 (Section 8.1.2), two 4 s

on-source regions were used, centered on the two distinct bright bursts comprising the event.

Identical data quality cuts (Section 3.4) were applied to both on-source and background

regions. On-source regions subject to a cut were excluded.

We note here that using a smaller on-source region duration would not significantly im-

prove upper limits on average. As discussed in Section 6.3.3 lowering the on-source region duration

from 180 s to 4 s only improved upper limits by 20% on average. As discussed in Section 9.1.2 low-

ering the on-source region duration from 4 s to 2 s in the multiple SGR burst search only improved

upper limits by 2% on average.
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8.3 Parameters for the ringdown search

The fundamental problem in setting model-dependent upper limits in a gravitational wave burst

search is to effectively explore the signal parameter space given computational limitations. In gen-

eral the signal parameters we typically wish to explore are central frequency, bandwidth, duration,

and polarization state (circular, linear, or elliptical). For every upper limit, the polarization angle

ψ was chosen randomly for each simulation. All parameters for all searches were chosen using

simulated signals added into background data, before searching on-source regions.

Ringdowns are characterized by a single frequency. The parameter space for ringdowns

consists of frequency f0, exponential decay time constant τ , and polarization state. Model pre-

dictions from reference [226] for ten realistic neutron star equations of state give f -mode RD

frequencies in the range 1.5–3 kHz and damping times in the range 100–400ms. We used a search

band 1–3 kHz for RD searches (to include stiffer equations of state), and found a 250 ms time

window (Fourier transform length) for the Flare pipeline to be optimal for these ringdowns.

Within this frequency range we chose specific ad hoc frequencies of 1090 Hz, 1590 Hz,

2090 Hz and 2590 Hz. We note that in this frequency range shot noise amplitude scales linearly

with frequency, which makes Flare pipeline strain upper limits also directly proportional to fre-

quency for the most part, so the choice of particular frequencies within the range is not critical.

(Narrow-band noise sources in the detector spectra will cause deviation from this proportionality

at some frequencies.) As discussed in Section 6.4.1, strain upper limits from other values of τ in

the range 100-300ms are within 15% of the 200 ms value. Separate upper limits were obtained

from ringdown simulations with linear and circular polarization states.

8.4 Parameters for the unmodeled search

For the unmodeled search we choose to use band- and time-limited WNB simulations as the most

general unmodeled signals. WNBs are primarily characterized by their central frequency, their

frequency band, and their duration. Other decisions on the structure of WNB simulations are

discussed in Section 5.6.5.

In choosing duration, we note the physical timescales of the giant flare light curve: ∼1 ms,

∼5 ms, and ∼100 ms. The timescale of the typical duration of common SGR flares may depend on

the sensitivity of the detector used to construct the SGR flare sample, as there is some correlation

between fluence and flare duration [161]. In the sample presented in [161], the mean durations for

SGR 1806–20, SGR 1900+14, and the AXP 1E 2259+586 were 162, 94, and 99 ms respectively.
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We use these SGR electromagnetic timescales to limit the space of plausible target gravitational

wave signals, assuming that gravitational wave signals will have durations in the range ∼1–200ms.

For upper limits estimated via WNBs, two durations (11 and 100 ms) were used for sim-

ulations; other durations in the range 5–200 ms are detected using the flare pipeline with at most

20% strain sensitivity degradation (see Section 6.4.2).

We use the detectors’ sensitive region to set the WNB central frequencies and bandwidths.

We choose two distinct spectral regimes for the WNBs: 100–200Hz and 100–1000Hz. For each of

these regimes we match the band of the search to the band of the WNB simulation. This allows

us to both set limits using the most sensitive region 100–200Hz only, and also to cover the entire

frequency range from 100–3000Hz in conjunction with the ringdown search.

8.5 Gravitational-wave data

The SGR 1806–20 giant flare occurred during a period of detector commissioning between science

runs, and was observed under LIGO’s “Astrowatch” program[241], which attempts to collect as

much high quality data as is practical during commissioning breaks.

Neither strain-calibrated data nor data quality flags were produced for the stretch of

Astrowatch data containing the SGR 1806–20 giant flare trigger. Thus, Flare pipeline analysis

of this event requires calibration of the raw gravitational wave signal. We decided to limit the

background data to the H1 detector “lock stretch” containing the event, avoiding the edges of this

data stretch.

The S5 events in this search were analyzed using strain-calibrated h(t) data (Section 3.3.3).

8.6 Uncertainties and errors in upper limits

A general treatment of uncertainties in the Flare pipeline was given in Section 5.7. Here we discuss

uncertainties and errors specific to the S5y1 plus SGR 1806–20 giant flare individual SGR search.

8.6.1 Detector calibration for giant flare

The H1 detector calibration for the time of the giant flare was produced specifically for that

event [242]. The response function is stored in version control [243]. The H1 response function

at a fiducial time was propagated to the time of the giant flare as described in Section 3.3. This
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response function has estimated 20% statistical uncertainty (at 1 sigma) and 6% systematic error

(towards worse sensitivity).

8.6.2 Detector calibration for S5

The calibration committee cites 8.1%, 7.2%, and 6.0% 1-sigma statistical uncertainties in am-

plitude and 3, 2, and 2 degree 1-sigma statistical uncertainties in phase for the H1, H2, and L1

detectors, respectively for the V3 S5 calibration [244] used in the search, for frequencies below

2 kHz. For simulated waveforms below 2 kHz we conservatively treat the amplitude uncertainty as

follows: 8.1% is added to the strain upper limits for any search which includes H1; 7.2% is added

to the strain upper limit for L1 or L1H2 searches; and 6.0% is added to the strain upper limit for

H2-only searches.

For frequencies between 2 kHz and 3 kHz the 1-sigma statistical amplitude uncertainties

are 10%, 6%, and 6%, and the 1-sigma phase uncertainties are 2, 1, and 1 degree for H1, H2 and

L1 respectively. For searches involving pairs of detectors, the larger amplitude uncertainty of the

pair is conservatively used in the search as in the low frequency case.

The effect of phase uncertainty was determined via a Monte Carlo simulation as described

in Section 5.7.2. We conservatively used a phase calibration uncertainty standard deviation of

4 degrees for all interferometers and all frequencies, rounding up 1.28 × 3 degrees. We performed

the experiment twice for each simulation type, once with simulations of hrss = 1 Hz−
1
2 and once

with simulations of hrss = 10 Hz−
1
2 . Each experiment used 250 trials, giving errors on the means

of ∼1%. At this level no significant effect was found for any simulation type, and we do not

include uncertainty from this source in the quadrature sum with amplitude statistical uncertainty

and statistical uncertainty from a finite number of simulations, both of which are of order 10%.

In Figure 8.4 we show histograms for the error and control distributions in the Monte Carlo for

2590 Hz linearly polarized ringdowns with hrss = 10Hz−
1
2 and hrss = 1 Hz−

1
2 . We would expect an

effect from phase uncertainty to be most pronounced in the simulations with the highest frequency.

In Figure 8.5 we show the same experiment repeated with a phase uncertainty of 20 degrees for

comparison.

The calibration committee also declared up to a 20µs timing error between detectors in

the S5 V3 calibration [245], which was subsequently revised up to 30µs [246]. We performed a

study to determine the effect of this error on upper limits for each of the twelve simulation types

in the search. The study was similar to the one performed for the effect of phase uncertainty

described in Section 5.7.2 but simpler, as there was no need to explore a statistical distribution
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with a Monte Carlo.

We found that the maximum effect was for linear and circular 2590 Hz ringdowns, which

suffered a 13% degradation in loudness of associated simulation analysis event. Table 8.6 gives the

propagated systematic error, a degradation in loudness of associated simulation analysis event,

for each of the twelve simulation types, for a 30µs relative timing error. Figure 8.6 and Figure 8.7

show the propagated systematic error for 2590 Hz linear RDs and 100 ms duration 100–200Hz

WNBs, respectively. This systematic error only applies to searches with two detectors.

Finally, the calibration committee gave correction factors for DC systematic errors in the

amplitude of V3 strain-calibrated h(t) data for S5 of 1.074, 1.062, and −1.040 for the H1, H2,

and L1 detectors, respectively [244]. These amplitude scaling factors were applied to all h(t) data

in the search immediately after it was retrieved. No additional adjustment to upper limits was

necessary.

8.6.3 Statistical uncertainty from a finite number of simulations

Statistical uncertainty from a finite number of simulations is estimated for both strain and energy

upper limits via the bootstrap method discussed in Section 5.7.1 with N = 200 ensembles.

8.7 Closed box results for individual bursts

We performed extensive “closed box” searches with both Flare pipeline and cWB pipeline. The

results were used to perfect the pipelines, tune pipeline parameters, and review the pipelines before

opening the box. The Flare pipeline was shown to be significantly more sensitive, on average,

than cWB to the waveforms studied in the search.

In order to keep the box closed, we ran searches on times near to, but offset from, the

actual event trigger times. In other respects the searches were identical to real searches. For

a randomly selected set of events which include single, double, and triple coincidence events, we

performed two closed-box searches for every actual event, for each of the two pipelines. One search

was run using a time 580 s before the actual trigger, and the other was run using a time 580 s

after the trigger. These searches used one-sided background (off-source) data regions, providing

a consistency check between search separations of only 1160 s (about 20 minutes). Since these

were loudest event searches, there was variation caused by fluctuations in loudest events used as

efficiency curve thresholds. Also, differences in rms antenna factors can be significant over 20

minutes. In the group of six randomly chosen events the largest antenna factor change over 20
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minutes was about 13%.

8.8 Open box results for individual bursts

For each of the three search bands 100–200Hz, 100–1000Hz and 1–3 kHz, we searched a total of

191 on-source regions, for a total of 803 s of on-source data in the sample. Twelve simulation

types were used to set upper limit estimates within these three bands, for 12× 191 = 2292 unique

upper limit estimates.

No on-source analysis event was found to have a false alarm rate (estimated from the

background) less than 1.35 × 10−3 Hz (1 per 741 s), which is consistent with the expectation for

the 799 s of on-source data in the sample. We thus find no evidence for gravitational waves

associated with any of the SGR burst events in the sample. A significancegram for the on-source

region with the loudest on-source analysis event is given in Figure 8.8. A rate versus loudness plot

for this on-source region with its corresponding background region is given in Figure 8.10. We

have estimated strain and energy upper limits h90%
rss and E90%

GW using the loudest on-source analysis

event for each SGR burst. Upper limits depend on detector sensitivity and antenna factors at the

time of the burst, the loudest on-source analysis event, and the simulation waveform type used.

Complete upper limit results are listed in Table D.1.) Table 8.5 lists upper limits for the

SGR 1806−20 giant flare and the 060806 event (SGR 1806−20 burst series) [239]. These selected

bursts have small values of γ = E90%
GW/EEM (Section 7.5). At the time of the giant flare maximum

(2004 December 27 21:30:26.643 UTC) the LIGO Hanford 4 km detector was taking data during

a commissioning period (LIGO Astrowatch) and had noise amplitude higher than during S5 by a

factor of ∼3; rms antenna factor for SGR 1806−20 was (F 2
+ +F 2

×)1/2 = 0.3. The S5 event began at

2006 August 6 14:23:39 UTC; the two Hanford detectors were observing, with rms antenna factor

for SGR 1806−20 of 0.5. Times are for wavefront arrival at the Hanford detectors. Isotropic

electromagnetic energies for the events, assuming a distance of 10 kpc, were 1.6 × 1046 erg [126]

and at least 2.9 × 1042 erg [239], respectively.

Superscripts in Table 8.5 and Table D.1 give a systematic error and uncertainties at 90%

confidence. The first and second superscripts account for systematic error and statistical uncer-

tainty in amplitude and phase of the detector calibrations, estimated via Monte Carlo simulations,

respectively. The third is a statistical uncertainty arising from using a finite number of injected

simulations, estimated with the bootstrap method using 200 ensembles [112]. The systematic error

and the quadrature sum of the statistical uncertainties are added to the upper limit estimates.
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Figure 8.12 shows E90%
GW and h90%

rss upper limits for the waveforms considered, for the entire SGR

burst sample. The lowest upper limit in the sample, E90%
GW = 2.9 × 1045 erg, was obtained for an

SGR 1806−20 burst at 2006 July 21 17:10:56.6 UTC. Efficiency curves for this upper limit are

given in Figure 8.13.

Table 8.5: Gravitational wave strain and energy upper limit esti-

mates at 90% detection efficiency (h90%
rss and E90%

GW ) for the SGR

1806−20 giant flare and the S5 SGR burst with the smallest limits

on the ratio γ = E90%
GW/EEM for various circularly/linearly polar-

ized RD (RDC/RDL) and white noise burst (WNB) simulations,

and 4 s on-source regions. Uncertainties (given in superscripts

for strain upper limits and explained in the text) are folded into

the final limit estimates. The fluences used to calculate γ values

for the brightest and second brightest peaks of the 060806 event

were 2.4×10−4 erg cm−2 and 6.0×10−5 erg cm−2 respectively (Sec-

tion 8.1.2).

SGR 1806−20 Giant Flare

Simulation type h90%
rss [10−22 Hz−

1
2 ] E90%

GW [erg] γ

WNB 11ms 100-200 Hz 22 +1.3 +5.6 +1.2 = 29 7.3 × 1047 5 × 101

WNB 100ms 100-200 Hz 18 +1.1 +4.6 +0.5 = 24 4.9 × 1047 3 × 101

WNB 11ms 0.1-1 kHz 50 +3.0 +13 +1.3 = 66 5.4 × 1049 3 × 103

WNB 100ms 0.1-1 kHz 45 +2.7 +12 +1.1 = 59 3.7 × 1049 2 × 103

RDC 200ms 1090 Hz 59 +3.6 +15 +1.7 = 78 2.6 × 1050 2 × 104

RDC 200ms 1590 Hz 93 +5.6 +24 +2.8 = 120 1.4 × 1051 9 × 104

RDC 200ms 2090 Hz 120 +7.4 +32 +3.5 = 160 4.2 × 1051 3 × 105

RDC 200ms 2590 Hz 150 +9.1 +39 +4.1 = 200 9.8 × 1051 6 × 105

RDL 200ms 1090 Hz 170 +10 +44 +36 = 240 2.6 × 1051 2 × 105

RDL 200ms 1590 Hz 260 +16 +68 +32 = 360 1.2 × 1052 7 × 105

RDL 200ms 2090 Hz 390 +23 +99 +46 = 520 4.4 × 1052 3 × 106

RDL 200ms 2590 Hz 440 +26 +110 +63 = 600 8.9 × 1052 6 × 106

SGR 1806−20 060806 Event Main Peak

WNB 11ms 100-200Hz 3.4 +0.0 +0.4 +0.2 = 3.8 1.3 × 1046 4 × 103

Continued on next page
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Table 8.5 – continued from previous page

Simulation type h90%
rss [10−22 Hz−

1
2 ] E90%

GW [erg] γ

WNB 100ms 100-200Hz 2.9 +0.0 +0.3 +0.1 = 3.3 9.1 × 1045 3 × 103

WNB 11ms 100-1000Hz 7.5 +0.0 +0.8 +0.3 = 8.3 8.3 × 1047 3 × 105

WNB 100ms 100-1000Hz 7.0 +0.1 +0.7 +0.2 = 7.9 6.8 × 1047 2 × 105

RDC 200ms 1090Hz 10 +0.2 +1.1 +0.4 = 12 5.8 × 1048 2 × 106

RDC 200ms 1590Hz 15 +0.6 +1.5 +0.5 = 17 2.5 × 1049 8 × 106

RDC 200ms 2090Hz 20 +1.6 +2.5 +0.6 = 24 8.9 × 1049 3 × 107

RDC 200ms 2590Hz 24 +3.1 +3.0 +0.9 = 30 2.2 × 1050 7 × 107

RDL 200ms 1090Hz 33 +1.0 +3.4 +3.5 = 39 6.7 × 1049 2 × 107

RDL 200ms 1590Hz 44 +2.2 +4.6 +6.3 = 54 2.8 × 1050 9 × 107

RDL 200ms 2090Hz 64 +7.0 +8.1 +9.1 = 83 1.1 × 1051 4 × 108

RDL 200ms 2590Hz 79 +10 +10 +9.7 = 100 2.6 × 1051 9 × 108

SGR 1806−20 060806 Event Initial Peak

WNB 11ms 100-200Hz 3.4 +0.0 +0.3 +0.2 = 3.8 1.3 × 1046 2 × 104

WNB 100ms 100-200Hz 2.8 +0.0 +0.3 +0.1 = 3.2 8.7 × 1045 1 × 104

WNB 11ms 100-1000Hz 7.1 +0.0 +0.7 +0.2 = 7.9 7.5 × 1047 1 × 106

WNB 100ms 100-1000Hz 7.1 +0.1 +0.7 +0.2 = 8.0 7.0 × 1047 8 × 105

RDC 200ms 1090Hz 9.7 +0.2 +1.0 +0.4 = 11 5.3 × 1048 7 × 106

RDC 200ms 1590Hz 14 +0.5 +1.4 +0.5 = 16 2.3 × 1049 3 × 107

RDC 200ms 2090Hz 20 +1.6 +2.5 +0.8 = 24 9.2 × 1049 1 × 108

RDC 200ms 2590Hz 23 +3.0 +3.0 +0.8 = 29 2.1 × 1050 3 × 108

RDL 200ms 1090Hz 27 +0.8 +2.8 +3.4 = 32 4.6 × 1049 6 × 107

RDL 200ms 1590Hz 40 +2.0 +4.1 +6.3 = 50 2.3 × 1050 3 × 108

RDL 200ms 2090Hz 54 +6.0 +7.0 +7.5 = 71 8.0 × 1050 1 × 109

RDL 200ms 2590Hz 58 +7.5 +7.4 +9.2 = 77 1.5 × 1051 2 × 109
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Table 8.3: The bursts in the S5y1 sample, with largest electromagnetic fluences reported, ordered by fluence. The information was taken

from GCN reports. No other fluences were given for these sources in GCN reports though other bursts were reported with no fluence

given. Other events may have occurred with larger fluences that were not reported in the GCN. Konus-Wind fluences are for photons in

the range 20–200keV. INTEGRAL fluences are for photons in the range 15–100keV. Long durations are caused by “tails.” The LIGO

gravitational wave detector network collecting analyzable data at the time is also given. If no LIGO detector was collecting data at the

time a dash is shown. Event times given are times listed in the GCN report and in the event list obtained by K. Hurley. On-source times

given are the times at the center of the on-source region in the gravitational wave analysis.

GCN satellite source event time on-source fluence [erg cm−2 duration [s] network

5426 Konus-Wind SGR1806-20 2006 Aug 06 14:23:44 14:25:00.5 2.4 × 10−4 max series H1H2

4312 Konus-Wind SGR1806-20 2005 Dec 03 11:43:24 11:43:28.3 1.5 × 10−4 22.0 L1H1H2

4310 Konus-Wind SGR1806-20 2005 Dec 01 09:59:25 09:59:30.2 2.0 × 10−5 3.6 L1H1H2

4946 Konus-Wind SGR1900+14 2006 Mar 29 02:53:08 02:53:24.0 1 − 2 × 10−4 sum series L1H1H2

4946 Konus-Wind SGR1900+14 2006 Mar 29 02:45:28 — 1.5 × 10−6 max series —

4936 Konus-Wind SGR1900+14 2006 Mar 28 09:03:00 — 1.1 × 10−6 0.13 —

5490 INTEGRAL SGR1806-20 2006 Aug 29 22:10:28 22:10:28 1 × 10−6 1.2 L1H2

4946 Konus-Wind SGR1900+14 2006 Mar 29 01:28:03 01:28:04 7.2 × 10−7 0.07 L1H1H2

5490 INTEGRAL SGR1806-20 2006 Aug 29 21:57:43 21:57:43.2 7 × 10−7 2.0 L1

4965 Swift-BAT SGR1900+14 2006 Apr 14 04:35:28 — 1.3 × 10−8 —
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Figure 8.4: Monte Carlo results for 4 degrees of phase uncertainty for linearly polarized 2590 Hz

ringdowns with hrss = 10 Hz−
1
2 (top) and hrss = 1 Hz−

1
2 (bottom) injected into white noise with

standard deviation of 1. The x-axis gives the loudness Z for the recovered simulation analysis

events. 25 histogram bins and 250 trials were used. The percent change in the means of the

distributions are 0.9% and 0.1% (the “wrong” way) respectively, consistent with no effect. Similar

results were obtained for the other 11 simulation types in the search.
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Figure 8.5: For comparison we show Monte Carlo results for 20 degrees of phase uncertainty and

hrss = 1 Hz−
1
2 with all other variables the same as in Figure 8.4. The x-axis gives the loudness Z

for the recovered simulation analysis events.
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Table 8.4: Effect of a 30µs relative timing error given as a percentage degradation in loudness

of associated simulation analysis event, for each of the twelve simulation types. This systematic

error applies to two detector searches only. Results were obtained from Monte Carlo simulations

with 200 trials.

Simulation type Degradation

WNB11ms100-200Hz 0%

WNB100ms100-200Hz 0%

WNB11ms100-1000Hz 0%

WNB100ms100-1000Hz 1%

RDC 200 ms 1090 Hz 2%

RDC 200 ms 1590 Hz 4%

RDC 200 ms 2090 Hz 8%

RDC 200 ms 2590 Hz 13%

RDL 200 ms 1090 Hz 3%

RDL 200 ms 1590 Hz 5%

RDL 200 ms 2090 Hz 11%

RDL 200 ms 2590 Hz 13%
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Figure 8.6: Effect of 30µs detector relative timing calibration systematic error on 2590 Hz linear

RDs in a two-detector search, as a function of error in relative detector timing. Results were

obtained from Monte Carlo simulations with 200 trials.



170

10 20 30 40 50 60
0.985

0.99

0.995

1

1.005

1.01
WNB100ms100to200Hz effect of relative delay

relative delay [microseconds]

ra
ti

o
 [

n
o

 d
el

ay
 / 

w
it

h
 d

el
ay

]

Figure 8.7: Effect of 30µs detector relative timing calibration systematic error on 100 ms duration

100–200Hz WNBs in a two-detector search, as a function of error in relative detector timing.

Results were obtained from Monte Carlo simulations with 200 trials. This plot suggests that

there is no discernible effect for this simulation type.
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Figure 8.8: Significancegram for the SGR 1900+14 storm event, the on-source region with the

loudest on-source analysis event. The loudest on-source event occurs at GPS 827636031.70 or 2006

March 29 02:53:37.70 UTC (13.7 s after the center of the on-source region), and has a duration of

290 ms, a central frequency of 369 Hz, and a bandwidth of 32 Hz. It is comprised of 33 tiles and

is faintly visible in this significancegram.
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Figure 8.9: Significancegram for the SGR 1900+14 storm event, the on-source region with the

loudest on-source analysis event, in the 1–3 kHz band. The loudest on-source event in this band

occurs at GPS 827636034.95 or 2006 March 29 02:53:40.95 UTC (16.9 s after the center of the

on-source region), and has a duration of 100 ms, a central frequency of 2702 Hz, and a bandwidth

of 12 Hz. It is comprised of 10 tiles and is faintly visible in this significance gram.
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Figure 8.10: Rate versus loudness plot for the SGR 1900+14 storm event, the on-source region

with the loudest on-source analysis event. Black points give the cumulative histogram for the

background, while red points give the cumulative histogram for the on-source region.
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Figure 8.11: h90%
rss upper limits for the entire SGR burst sample (giant flare and S5y1) for various

circularly/linearly polarized RD (RDC/RDL) and white noise burst (WNB) simulations. The

limits shown in Table 8.5, for the giant flare and the 060806 event, are indicated in the figure by

circles and diamonds, respectively.
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Figure 8.12: E90%
GW upper limits for the entire SGR burst sample (giant flare and S5y1) for various

circularly/linearly polarized RD (RDC/RDL) and white noise burst (WNB) simulations. The

limits shown in Table 8.5, for the giant flare and the 060806 event, are indicated in the figure by

circles and diamonds, respectively.
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Figure 8.13: (a) hrss and (b)EGW efficiency curves for the lowest upper limit in the entire sample,

for an SGR 1806−20 burst at 2006 July 21 17:10:56.6 UTC. The lowest upper limits were for the

WNB 100ms 100-200Hz simulation type.
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Table 8.6: The twenty most significant loudest on-source analysis events from amongst the on-

source regions searched. For every SGR burst trigger there was an on-source region, which was

analyzed three times with different search bands and values of Fourier transform length. The

search bands were 1–3 kHz for RDs, 100-1000Hz for large band WNBs and 100-200Hz for small

band WNBs. The Fourier transform lengths were 1/4 s for RDs and 1/16 s for WNBs. Event

times given to a tenth of a second correspond to listed events timed by Konus-Wind, whose light

crossing times were propagated from the satellite to the geocenter. If there is a GCN report

describing the trigger event it is given. About 50 listed burst events were also mentioned in the

GCN reports. Table 8.3 lists the 10 bursts out of these ∼50 for which fluences were explicitly

given. Two of those bright bursts appear here.

GCN Trigger UTC time GPS Network Band [Hz] FAR [Hz]

1 GCN 4946 Mar 29 2006 02:53:24 827636018 L1H1H2 100–1000 1.35e-03

2 GCN 5490 Aug 30 2006 03:16:47 840943021 L1 100–200 1.51e-03

3 GCN 5490 Aug 30 2006 03:16:47 840943021 L1 1000–3000 1.55e-03

4 GCN 5490 Aug 30 2006 03:16:47 840943021 L1 100–1000 2.03e-03

5 Aug 10 2006 13:42:39 839252573 L1H1H2 1000–3000 2.48e-03

6 Mar 29 2006 02:49:42 827635796 L1H1H2 100–1000 2.80e-03

7 Aug 03 2006 11:13:51 838638845 H1H2 100–200 3.27e-03

8 Oct 27 2006 15:20:53 845997667 H1H2 1000–3000 3.71e-03

9 Aug 12 2006 21:51:12 839454686 L1H1H2 100–200 3.82e-03

10 Aug 07 2006 01:03:21.0 838947815.0 H1H2 1000–3000 4.21e-03

11 Aug 23 2006 15:03:16 840380610 L1H1H2 100–1000 5.47e-03

12 GCN 4946 Mar 29 2006 02:53:24 827636018 L1H1H2 1000–3000 5.67e-03

13 GCN 5490 Aug 29 2006 21:57:43.2 840923877.2 L1 100–200 5.83e-03

14 GCN 5490 Aug 26 2006 04:25:25 840601539 H1H2 100–200 7.20e-03

15 Sep 30 2006 06:03:33 843631427 L1H1H2 1000–3000 7.47e-03

16 Aug 21 2006 16:17:27 840212261 H1H2 1000–3000 7.51e-03

17 Aug 23 2006 15:03:16 840380610 L1H1H2 100–200 8.20e-03

18 Mar 29 2006 04:39:46 827642400 L1H1H2 100–1000 8.92e-03

19 GCN 5426 Jul 28 2006 08:21:36.7 838110110.7 L1H1H2 1000–3000 9.70e-03

20 GCN 4312 Dec 03 2005 11:43:28.3 817645421.3 L1H1H2 100–200 9.92e-03
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Chapter 9

Search for Gravitational Waves

from Multiple SGR Bursts

As we have seen, SGRs have unique properties that make them intriguing gravitational wave

targets. They are nearby, their burst emission mechanism may involve neutron star crust fractures

and excitation of non-radial modes, and they burst repeatedly and sometimes spectacularly.

In Chapter 8 we described a search for transient gravitational waves associated with almost

200 individual electromagnetic SGR triggers. That search did not detect gravitational waves, but

it did place the most stringent upper limits on transient gravitational wave amplitudes at the time

it was published, and set isotropic emission energy upper limits that fell within the theoretically

predicted range of some SGR models.

In this chapter we extend that work and describe a search method for gravitational waves

from multiple SGR bursts. The method builds upon the Flare pipeline described in Chapter 5

by attempting to “stack” potential gravitational wave signals from multiple SGR bursts. We

assume that variation in the time difference between the peak in electromagnetic emission and the

peak in potential gravitational wave emission in SGR bursts is small relative to the gravitational

wave signal duration, and we time-align gravitational wave excess power time-frequency tilings

containing individual burst triggers to their corresponding electromagnetic peaks. We plan to use

this method in the near future to perform out gravitational wave searches which we believe will

offer a significantly higher chance for a first detection than the individual burst method used in

Chapter 8 and [225].

This chapter is organized as follows. In Section 9.1 we discuss aspects of the multiple
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SGR burst search strategy. In Section 9.2 we describe two complementary incarnations of the

new analysis pipeline (“Stack-a-flare”), both of which are built upon the Flare pipeline. We then

characterize the two methods using simulations in white noise, demonstrating the strengths and

weaknesses of each, and showing that relatively weak signals which could not be detected in the

individual burst search can easily be detected in the multiple burst search. We show that gains in

gravitational wave energy sensitivity of N1/2 are feasible, where N is the number of stacked SGR

bursts. Finally, in Section 9.3 we present estimated search sensitivities for a simulated search for

gravitational waves from the SGR 1900+14 storm of 2006 March 29, for two stacking scenarios:

the “fluence- weighted” scenario and the “flat” (unweighted) scenario.

9.1 Strategy

The major goals of the multiple SGR search are the same as those of the individual search [225]

upon which it is based: make a detection statement, set upper limits, and place these results

into an astrophysical context. However, we hope to improve the search sensitivity by combining

potential gravitational wave signals from separate bursts in an attempt to increase the signal-

to-noise ratio, increasing the probability of detection and placing more stringent constraints on

theoretical models via upper limits. In this section we outline the strategy of the multiple SGR

search and discuss choices needed to achieve these goals. Because this search is an extension of

the individual SGR burst search with the same goals, many key decisions will be the same.

9.1.1 Search signal parameter space

We do not make any new assumptions about the nature of individual bursts of gravitational waves

from SGRs. Therefore, as in the individual SGR search, the multiple SGR search will target

neutron star fundamental mode ringdowns (RDs) predicted in [19–22, 227] as well as unmodeled

short-duration gravitational wave signals. As in Chapter 8 and [225], we correspondingly focus on

two distinct regions in the target signal time-frequency parameter space: ∼100-400ms duration

signals in the 1–3 kHz band, which includes f -mode ringdown (RD) signals predicted in [226] for

ten realistic neutron star equations of state; and ∼5–200ms duration signals in the 100–1000Hz

band. We again choose a search band of 1–3 kHz for RD searches, with a 250 ms time window

which we found to give optimal search sensitivity (see Section 8.3). The search for unmodeled

signals uses time windows set by prompt SGR burst timescales (5–200ms) and frequency bands

set by the detector’s sensitivity. We again search in two bands: 100–200Hz (probing the region
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in which the detectors are most sensitive) and 100–1000Hz (for full spectral coverage below the

ringdown search band) using a 125 ms time window (see Section 8.4).

We also use the same twelve simulated waveform types used for setting upper limits in the

individual SGR burst search, described in Chapter 8 and [225]: linearly and circularly polarized

RDs with τ = 200 ms and frequencies in the range 1–3 kHz; and band- and time-limited white

noise bursts (WNBs) with durations of 11 ms and 100 ms and frequency bands matched to the

two low frequency search bands. Polarization angle is chosen randomly for every injection.

It seems plausible to assume that, for a given neutron star, f -mode frequencies and damp-

ing timescales would be similar from event to event. However, the major motivation for the low

frequency unmodeled portion of the search is stochastic gravitational wave emission arising from

violent events in the neutron star crust. Therefore, we will not assume similar waveforms from

event to event in the unmodeled search, although we will assume similar central frequencies and

durations.

9.1.2 On-source region

As in [225], we divide the gravitational wave data into an on-source time region, in which grav-

itational waves associated with a given burst could be expected, and a background time region.

On-source and background segments are analyzed identically, including data quality cuts, resulting

in lists of “analysis events.”

For the individual SGR search, there was no need for millisecond timing precision for the

event trigger times. Precision on the order of a second led us to 4 s on-source regions which did not

degrade upper limit results significantly. For a multiple SGR search, significantly higher precision

in relative trigger times between burst events in the stack will be required. A common bias in

trigger times shared by all bursts in the stacking set can be handled with an adequately large (e.g.

4 s) on-source region, as before. In the individual SGR search, imprecision in trigger times came

primarily from two sources: satellite to geocenter light crossing delay and arbitrariness of the

satellite trigger point in the light curve. If necessary, light crossing times at the satellites can be

propagated to the geocenter (and subsequently to any given interferometer) using the appropriate

ephemeris. If satellite data is public, we can also obtain light curves and produce trigger times

standardized to a specific point in the light curve (e.g. start of the steep rise or the peak itself).

This latter procedure would probably dominate the timing uncertainty budget.

Increased timing precision could allow us to use smaller on-source regions with durations

set by theoretical predictions of time delay between electromagnetic and gravitational wave emis-
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sion from SGR bursts. For the individual SGR search, the limit we placed for such a delay was

on the order of 100 ms, which was insignificant compared to the padding built into the on-source

region duration due to timing uncertainties. If timing uncertainties can be reduced to the mil-

lisecond level, then on-source regions could potentially be reduced to this scale. However, this

could exclude some models with larger timing delays, and it turns out there is little benefit to be

gained. We have performed Monte Carlo simulations comparing ±2 s and ±1 s on-source regions.

Reducing the on-source region from 4 s to 2 s resulted in a meager 2% reduction in amplitude

upper limits, on average over 24 trials with various waveform types.

9.1.3 Background region

As with the individual burst search, the background region serves three purposes:

1. it is used to estimate statistics of the power tiling as a function of frequency for use in the

Flare pipeline (see 5);

2. it provides FAR estimates from which the significance of the loudest on-source analysis event

can be determined;

3. it provides a substrate into which simulated waveforms can be injected for estimating upper

limits.

In the course of validating the individual SGR search we showed that 1000 s of data

on either side of an on-source region produce sufficient estimates of the power tiling statistics

(Section 6.3.4). This requirement and the estimation procedure are unchanged in the multiple

SGR search, so ±1000 s of data will again suffice for this purpose. The background region required

for injecting simulations to estimate upper limits may depend on the system being modeled and

the desired statistical precision; for the hypothetical SGR 1900+14 “storm” search we describe

below, ±1000 s of background is sufficient. The background region required for FAR estimates

depends primarily on the range of FAR estimates desired. Estimating the FAR of a very large on-

source analysis event requires a larger background than estimating the FAR of a small on-source

analysis event, for a given level of precision.

9.1.4 Stacking scenarios

Two new decisions unique to the multiple burst search are 1) which bursts to include in the

set and 2) how to weight them. As with the individual burst search, we assume that the SGR
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burst sample is comprised of bursts occurring within some specified time range defined by the

observatory’s science run schedule. We will refer to a set of SGR bursts to be included in the

multiple burst search, along with a weighting strategy, a “stacking scenario.”

We could use Occam’s razor to select stacking scenarios, such as the following:

s1. use every detected and confirmed burst from a given SGR source within the time range, with

equal weighting (“flat scenario”);

s2. use every detected and confirmed burst within the time range, from any SGR source, with

equal weighting (“generic scenario”);

s3. use every detected and confirmed burst from a given SGR source within the time range,

weighted proportional to fluence (“proportional scenario”);

s4. use a subset of component bursts from a multi-episodic burst event such as the SGR 1900+14

storm, with some weighting scheme.

We note that the so-called generic scenario could benefit from a search method that was

insensitive to variations between SGR sources. For example, we would expect two different sources

to emit from f -modes at different frequencies, which may not brighten corresponding pixels in

a time-frequency tiling. The method we describe in this paper does not attempt to solve this

problem.

Stacking scenarios based on arguments from theoretical considerations could also be com-

pelling. One such scenario could use every detected and confirmed burst from a given SGR source

for which fluence has been measured, weighted by a model-dependent predicted function of fluence.

However, theoretical understanding of gravitational wave emission from SGR bursts will probably

need to be significantly advanced before such a scenario could be implemented. Furthermore, such

a specific model-dependent choice, while being well-suited to probing its progenitor model, would

lead to reduced sensitivity if it happens to be incorrect.

A theory may predict that there is no correlation between EEM and EGW. Such a predic-

tion could be implemented with the flat scenario in our search.

A theory may predict that the time delay between electromagnetic and gravitational

emission varies from burst to burst. If the predicted variation was greater than the target signal

durations of tens or hundreds of milliseconds, it would bely the fundamental assumption in this

search that bursts from a given SGR source emit gravitational waves similarly from burst to

burst. Although such a prediction could potentially be treated by sweeping over some range
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of time delays for each burst, we will consider this possibility no further unless well-founded

theoretical predictions are made that indicate it.

We will neglect other considerations which would complicate the multiple burst search,

such as: multiple injections of energy into a single burst, with possible correlation in gravita-

tional wave emission energy; qualitatively different gravitational wave emission in the case of

intermediate flares and common bursts (see Figure 9.15); beaming issues; and so forth.

9.2 Analysis method

Both incarnations of the Stack-a-flare pipeline, “T-Stack” and “P-Stack,” consist of thin extension

layers built around the Flare pipeline (Chapter 5).

9.2.1 T-Stack incarnation

The T-Stack pipeline combines burst events in the time domain. Except for the addition of the

time-domain stacking layer the T-Stack pipeline is the same as the Flare pipeline.

For each of N burst events a trigger time is determined. For a given gravitational wave de-

tector, N time series containing those trigger times are then aligned to the trigger times, weighted

according to antenna factor, and added together. The resulting time series (either one or two,

depending on how many detectors are included in the search) are then fed to the Flare pipeline.

As will be described below, the T-Stack pipeline has the advantage of achieving optimal

sensitivity in white noise, but the disadvantage of being sensitive to timing inaccuracies. This

makes it a potentially viable choice for analyzing multi-episodic events — in which a single con-

tiguous 100µs-binned light curve might provide adequate timing precision — but a poor choice

for analyzing isolated burst events or incoherent signals such as band-limited WNBs.

9.2.2 P-Stack incarnation

The P-Stack pipeline combines burst events in the frequency domain. Except for the addition of

the frequency-domain stacking layer the P-Stack pipeline is the same as the Flare pipeline.

For each of N burst events a trigger time is determined. Each of N timeseries containing

those triggers is processed with the Flare pipeline, up to the clustering algorithm, exactly as in

an individual SGR burst search. Antenna factors are applied at this time. The result is N time-

frequency significance tilings. The N significance tilings are then aligned to the trigger time and

added together. The combined significance tiling is then fed through the Flare pipeline clustering
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Figure 9.1: Diagram of the T-Stack version of the Stack-a-flare pipeline. The T-Stack pipeline

has a thin layer added before the Flare pipeline in which gravitational wave data time series

containing SGR burst event triggers are aligned on the trigger times and added together. These

stacked time series are made for each detector and then run through the Flare pipeline as normal.

algorithm with a fixed fraction of tiles to include in the clustering (e.g. 0.1%). A fixed fraction of

tiles is used instead of a fixed loudness threshold value because the variance of the tile loudness

distribution at a given frequency increases with N . (In fact, clustering on a fixed fraction of

tiles may be the better choice for the individual burst search as well: computer memory use is

predictable even when large instrumental glitches are encountered.)

As will be described below, the P-Stack pipeline has the advantage of being relatively

insensitive to timing inaccuracies or differences in waveform from burst to burst, but it has less

sensitivity than the T-Stack pipeline for the (possibly unrealistic) precisely-known timing case,

with deterministic waveforms.

9.2.3 Loudest event upper limits

As in the individual SGR search, in the absence of a detection we still estimate loudest event

upper limits [105] on gravitational wave root-sum-squared strain hrss incident at the detector,

and gravitational wave energy emitted isotropically from the source assuming a nominal source

distance.

The procedure for estimating loudest event upper limits in the individual burst search is

detailed in Section 5.6. In brief, the upper limit is computed in a frequentist framework following

the commonly used procedure of injecting simulated signals in the background data and recovering

them using the search pipeline (see for example [37, 247]). An analysis event is associated with
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Figure 9.2: Diagram of the P-Stack version of the Stack-a-flare pipeline. The P-Stack pipeline

has a thin layer added after the Flare pipeline in which gravitational wave data significance tilings

containing SGR burst event triggers are aligned on the trigger times and added together. Stacked

significance tilings can then be run through the Flare pipeline clustering algorithm.

each injected simulation, and compared to the loudest on-source analysis event. The gravitational

wave strain or isotropic energy at e.g. 90% detection efficiency is the strain or isotropic energy at

which 90% of injected simulations have associated events louder than the loudest on-source event.

We can follow the same procedure for the multiple burst search. The only difference is the

need to measure the hrss or EGW of a compound injection, instead of a simple (single) injection.

9.2.4 Sensitivity dependence on N

The matched filter amplitude signal-to-noise ratio (SNR) is defined in the frequency domain as [36]

ρ =

[

4

∫ ∞

0

h̃(f)2

Sn(f)
df

]1/2

, (9.1)

where h̃(f) is the Fourier transform of the signal time series and Sn(f) is the noise power spectral

density. Here, the numerator is the square root of the power in the signal. In white noise with

zero mean, Sn(f) = σ2, a constant. Since the standard deviation σ of white noise goes as the

square root of N and the amplitude of identical stacked signals goes as N , we expect the SNR of

the optimal T-Stack algorithm for the recovery of identical signals from noise to go as N1/2.
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While the T-Stack pipeline stacks amplitude, the P-Stack pipeline stacks power. The

background tiles in the power tiling at each individual frequency bin can be modeled as Gamma-

distributed noise, for which the variance also goes as N , so we expect the power signal-to-noise

ratio to increase as N1/2. Since the amplitude goes as the square root of the power, we expect

the P-Stack amplitude sensitivity to increase as N1/4.

We tested these predictions by injecting N stacked 1590 Hz 200 ms τ ringdowns into white

noise with σ = 1. We then constructed efficiency curves in the usual manner, determining the

injection hrss at 50% and 90% detection efficiency. Each efficiency curve was constructed using 20

amplitude scaling factors and 20 trials at each hrss amplitude (see Section 5.6.6). These are bare-

bone statistics, but they turned out to be effective at characterizing the Stack-a-flare pipelines.

An example efficiency curve is shown in Figure 9.3.

We then fit the 50% and 90% detection efficiency level results as functions of N to a

two-parameter power law of the form y = ANB. The results for both the T-Stack and P-Stack

pipelines are shown in Figure 9.4. The fit for the T-Stack pipeline gives a sensitivity dependence

in amplitude at both detection efficiency levels of nearly N1/2, confirming our prediction. This

corresponds to an improvement in energy of a factor of N . The fit for the P-Stack pipeline gives a

sensitivity dependence in amplitude at both detection efficiency levels of nearly N1/4, confirming

our prediction. This corresponds to an improvement in energy of a factor of N1/2.

We repeated the experiment for 100 ms duration 100–1000Hz band-limited WNBs. In this

case, we expected the coherent T-Stack pipeline to underperform the the P-Stack pipeline on these

independently-generated stochastic incoherent signals. As expected, we found that the T-Stack

pipeline shows no improvement as N increases, while the P-Stack pipeline show the same N1/4

sensitivity dependence seen in the coherent ringdown case. The results are shown in Figure 9.5;

they illustrate the relative model-independence of the P-Stack pipeline.

9.2.5 Sensitivity dependence on timing errors

The T-Stack pipeline attains optimal sensitivity gains with increasing N because it performs a

phase coherent addition of signals. We have shown that the P-Stack pipeline attains its N1/2

energy sensitivity performance even in the case of stacked signals that are not coherent such as

independently-generated white noise bursts.

In the case of identical signals such as ringdowns, an error in the relative times between

stacked signals will cause breakdown of phase coherence. For a constant timing error which is

small relative to the duration of one ringdown cycle the coherence breakdown will increase with
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Figure 9.3: Example efficiency curve generated for the Monte Carlo experiment investigating

Stack-a-flare sensitivity vs. N . This example curve is for N = 200 T-Stack pipeline using 1590 Hz

circularly polarized ringdowns. Each efficiency curve was constructed using 20 amplitude scaling

factors and 20 trials at each hrss amplitude.

frequency. Therefore we expect the T-Stack pipeline to be more sensitive to timing errors than

the P-Stack pipeline.

To begin quantifying this effect we performed a Monte Carlo with a simulated burst

series roughly modeled after the SGR 1900+14 storm of 2006 March 29, with simulated 1590 Hz

τ = 200 ms ringdown signals of equal amplitude corresponding to each of the 18 largest bursts

in the storm. Timing errors were randomly chosen for each ringdown from a normal distribution

with σ = 100µs, and were applied as a timing shift (“wiggle”) to the given ringdown. Results from

a search with wiggles are then compared to the identical search with no wiggles. A σ = 100µs

distribution was chosen for the first tests because the BAT light curve time bin size for the SGR

1900+14 storm is 100µs, which might approximate the relative timing error between bursts in

the storm.

In the T-Stack case the timing degradation is approximately a factor of 1.7. In the P-Stack
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case no degradation was observed in this preliminary low-statistics Monte Carlo. This preliminary

test implies that if timing error cannot be reduced below 100µs the P-Stack pipeline may perform

better than the T-Stack pipeline for a multiple burst SGR 1900+14 storm search.

We further quantified this effect with additional Monte Carlo simulations, using a sim-

ulated burst series with N = 20 equal-amplitude ringdowns, and allowing the timing error to

range. We performed the Monte Carlo with two ringdown types, 1090 Hz τ = 200 ms and 2590 Hz

τ = 200 ms circularly polarized ringdowns, corresponding to the low and high frequency ranges in

the signal parameter space. Timing errors were randomly chosen for each ringdown from a normal

distribution with σ ranging from 10µs to 100 ms, and were applied as a timing shift to the given

ringdown. We also included the perfect timing case (no wiggle). The tests were performed with

both the T-Stack and P-Stack pipelines.

As before, each efficiency curve was constructed using 20 amplitude scaling factors and

20 trials at each hrss amplitude. These low statistics efficiency curves turned out to be adequate

for characterizing the Stack-a-flare pipelines. An example efficiency curve for the timing precision

Monte Carlos is shown in Figure 9.7.

The results are displayed in Figure 9.8 (1090 Hz ringdowns) and Figure 9.9 (2590 Hz ring-

downs) at both the 50% and 90% detection efficiencies. As expected, the P-Stack method is

independent of timing error, up until large timing errors on the order of the signal duration. The

T-Stack pipeline, on the other hand, shows a pronounced dependence on timing error, which is

more pronounced in the case of high frequency simulations. Each plot shows data for both T-Stack

and P-Stack pipelines, and finds the equal-sensitivity timing error (P-Stack and T-Stack curve

intersection point) using polynomial fits.

For the T-Stack pipeline to be effective at 1090 Hz, apparently, timing error must be

. 100µs at 1-σ. For the T-Stack pipeline to be effective at 2590 Hz, timing error must be . 50µs

at 1-σ. For the N = 20 case shown, the T-Stack pipeline is a factor of about 1.5 more sensitivity

than the P-Stack pipeline, with no or small timing errors. These precision requirements are close

to the actual precision available from a continuous BAT light curve, as in the case of a storm

event (Section 9.3.1).

9.2.6 Optimal use of the pipelines

We summarize the implications from characterizing the two Stack-a-flare incarnations, T-Stack

and P-Stack. We envision four possible types of stacked SGR searches:

1. High frequency (1000–3000Hz) searches for ringdown burst emission, for single SGR storm
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events (ringdown upper limits);

2. Low frequency (100–1000Hz) searches for stochastic burst emission, for single SGR storm

events (band- and time-limited WNB upper limits);

3. High frequency (1000–3000Hz) searches for ringdown burst emission, for isolated, time-separated

SGR bursts (ringdown upper limits);

4. Low frequency (100–1000Hz) searches for stochastic burst emission, for isolated, time-separated

SGR bursts (band- and time-limited WNB upper limits).

We have found that the P-Stack pipeline can be used effectively in any of these cases, with

an energy sensitivity gain over the individual burst search of approximately N1/2. The T-Stack

pipeline shows an energy sensitivity improvement of approximatelyN , but only if the target signal

is deterministic, and only if the relative timing between SGR gravitational wave burst events can

be known to high precision, .100µs at 1090 Hz and .50µs at 2590 Hz or if gravitational wave

data streams are time shifted relative to each other at vastly increased computational expense

and additional code complexity. The T-Stack pipeline might be practical only in the first case.

9.3 SGR 1900+14 storm mock search

9.3.1 BAT light curve for the SGR 1900+14 storm

Data from the BAT detector on the Swift satellite are publicly available. In Figure 9.14, we

show the storm light curve with 100µs bins. The red crosses mark burst peak heights and time

locations. Times of intermediate flares were assigned at the center of the steep rising edge. Times

of common bursts were assigned to the brightest bin. Figure 9.15 shows a detail of the light curve.

The two major types of bursts are clearly visible: longer duration intermediate flares, and shorter

duration common bursts.

It may be possible to fit the rising edges of the peaks in the light curve and perhaps

obtain relative timing precision of better than a bin resolution. Even so, as we have discussed the

model-dependent nature of the T-Stack method brings other disadvantages. For example, if the

rise timescales determined by the fit are not the same, we would face a decision about which part

of the rising edge to use when lining up stacked time series.
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9.3.2 Results

The Stack-a-flare pipeline was implemented to run on either real LIGO data or simulated data.

In this section we present the results of runs with the P-Stack pipeline simulating a search for

gravitational waves associated with the 2006 March 29 SGR 1900+14 storm, using simulated data.

At the time of the storm, all three LIGO detectors were taking science-quality data. Simulated

data modeled from real data from the two LIGO 4 km detectors were created from white noise

by matching power spectra with LIGO data in the frequency domain. Therefore, the sensitivity

estimates should be close to upper limit estimates from real data. Although no attempt has

been made to model correlations in time and frequency (e.g. glitches) which do occur in the

real data, we expect agreement with results from real data to be better than 10 % on average.

In fact, comparison between the mock search amplitude sensitivity estimates and closed box

amplitude upper limits (presented in Table 9.2 in Section 9.4 before adding uncertainties shows

average agreement to better than 1%, validating the simulated data.

For this mock search, we consider two stacking scenarios. The first scenario was an

unweighted stack of the 11 bursts in the storm with the largest fluences. A histogram of integrated

counts under each burst in the light curve, a measure approximately proportional to fluence,

shows a clear separation between these 11 bright bursts and the rest of the set (see Figure 9.10).

The second stacking scenario was the fluence-weighted scenario, which included 77 bursts in the

storm light curve (all but the weakest, which would not contribute significantly). In the fluence-

weighted scenario, we assume that gravitational wave emission energy is proportional to fluence,

so the compound simulations are weighted to the square root of the fluence measure, and then

normalized so that the total hrss is the same as the total hrss of the unweighted case. Then the

significance tilings are weighted according to the fluence measure before being stacked.

In Figure 9.11 we show example cumulative histograms showing false alarm rates versus

analysis event loudness for the background and the stacked on-source region. There are three such

plots for each scenario, one per search band. Since the stacked livetime is 4 s here, the loudest

on-source event occurs once per 4 s, and is plotted at a y-value of 0.25 Hz. We can estimate the

FAR of this loudest on-source analysis from the background.

Table 9.1 shows sensitivity estimates, at 90% detection efficiency, for the N = 11 flat

scenario and the fluence-weighted scenario. Sensitivity estimates with N = 1 are also shown for

comparison; when N = 1 the Stack-a-flare pipeline reduces to the individual burst search pipeline

(Flare pipeline). Superscripts in Table 9.1 give a systematic error and uncertainties at 90% confi-

dence. The first and second superscripts account for systematic error and statistical uncertainty
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in amplitude and phase of the detector calibrations, estimated via Monte Carlo simulations, re-

spectively. The third is a statistical uncertainty arising from using a finite number of injected

simulations, estimated with the bootstrap method using 200 ensembles [112]. The systematic

error and the quadrature sum of the statistical uncertainties are added to the final upper limit

estimates. We also present the sensitivity estimates (with uncertainties folded in) in Figures 9.12

and 9.13.

9.4 SGR 1900+14 storm closed box search

We have repeated the search described in the Section 9.3, but with real LIGO data instead of

simulated LIGO-like data. This “closed box” search, done in preparation for “opening the box,”

avoids analysis of the actual on-source region by adding 400 s to the electromagnetic trigger time.

In other respects is identical to an actual search. The results are presented in Table 9.2. The 1%

average agreement of amplitude results between the closed box and simulated data runs mentioned

in the previous section indicates that the search does not strongly depend on glitchiness in the

real LIGO data. Because of the close agreement, we do not show closed box figures corresponding

to Figures 9.12 and 9.13.

Please note that the results in Table 9.2, while using real LIGO data, had not been reviewed

by the LIGO Scientific Collaboration at the time of writing. Therefore, that table does not reflect

the scientific opinion of the LSC.

9.5 Conclusion and future plans

We have presented a method for searching for gravitational waves associated with multiple SGR

bursts that extends the individual SGR burst search presented in Chapter 8 and [225]. We have

characterized both the T-Stack and the P-Stack incarnations of the pipeline, demonstrating sensi-

tivity dependence on stacking number N and uncertainty in relative timing between bursts. The

P-Stack pipeline is robust to timing errors, and we have used it to estimate search sensitivities for

a mock SGR 1900+14 storm multiple SGR search, using simulated data modeled after real LIGO

data.

In the near future, we plan to perform the actual multiple burst search for gravitational

waves associated with the SGR 1900+14 storm using real LIGO data. The real search will be very

similar to the mock search in simulated data presented here, although we may choose to explore
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different or additional stacking scenarios. We are also considering a multiple SGR burst search on

isolated bursts spanning months or years. The Advanced LIGO detectors promise an improvement

in hrss by more than a factor of 10 over S5, corresponding to an improvement in energy sensitivity

by more than a factor of 100. We hope to continue improving this search method, and to use it

to perform a searches using Advanced LIGO data.
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Table 9.1: Sensitivity estimates for a mock SGR 1900+14 storm search, for two stacking scenarios (N = 11 flat scenario and fluence

weighted scenario). The N = 1 case is shown for comparison. Results are shown for various ringdown and band- and time-limited white

noise burst target signal classes.

N = 1 N = 11 Flat Fluence-weighted

Simulation type h90%
rss [10−22 Hz−

1
2 ] E90%

GW [erg] h90%
rss [10−22 Hz−

1
2 ] E90%

GW [erg] h90%
rss [10−22 Hz−

1
2 ] E90%

GW [erg]

WNB 11ms 100-200 Hz 3.2 +0.0 +0.34 +0.61 = 3.9 1.5 × 1046 1.3 +0.0 +0.13 +0.11 = 1.5 2.0 × 1045 0.34 +0.0 +0.036 +0.027 = 0.39 1.4 × 1044

WNB 100ms 100-200 Hz 3.0 +0.0 +0.31 +0.24 = 3.4 1.0 × 1046 1.4 +0.0 +0.14 +0.23 = 1.6 2.6 × 1045 0.39 +0.0 +0.040 +0.028 = 0.44 1.7 × 1044

WNB 11ms 100-1000 Hz 6.3 +0.0 +0.65 +0.50 = 7.1 6.5 × 1047 3.8 +0.0 +0.40 +0.23 = 4.3 2.3 × 1047 0.89 +0.0 +0.092 +0.054 = 0.99 1.2 × 1046

WNB 100ms 100-1000 Hz 6.2 +0.062 +0.64 +0.83 = 7.3 6.3 × 1047 4.3 +0.043 +0.44 +0.31 = 4.8 2.7 × 1047 0.98 +0.0098 +0.10 +0.099 = 1.1 1.4 × 1046

RDC 200ms 1090 Hz 9.1 +0.18 +0.94 +1.1 = 11 5.3 × 1048 4.8 +0.096 +0.50 +0.35 = 5.5 1.3 × 1048 1.1 +0.022 +0.11 +0.082 = 1.2 6.8 × 1046

RDC 200ms 1590 Hz 14 +0.54 +1.4 +1.9 = 17 2.7 × 1049 7.1 +0.28 +0.73 +0.56 = 8.3 6.2 × 1048 1.5 +0.058 +0.15 +0.27 = 1.8 3.1 × 1047

RDC 200ms 2090 Hz 19 +1.5 +2.4 +1.3 = 23 8.4 × 1049 8.2 +0.66 +1.1 +0.87 = 10 1.6 × 1049 2.2 +0.17 +0.28 +0.20 = 2.7 1.1 × 1048

RDC 200ms 2590 Hz 22 +2.9 +2.8 +3.2 = 29 2.0 × 1050 11 +1.4 +1.4 +0.61 = 14 4.7 × 1049 2.4 +0.32 +0.31 +0.35 = 3.2 2.5 × 1048

RDL 200ms 1090 Hz 18 +0.54 +1.9 +3.2 = 22 2.1 × 1049 10 +0.30 +1.1 +1.6 = 12 6.8 × 1048 2.7 +0.082 +0.28 +0.46 = 3.3 5.0 × 1047

RDL 200ms 1590 Hz 25 +1.3 +2.6 +4.4 = 32 9.7 × 1049 14 +0.70 +1.5 +1.3 = 17 2.7 × 1049 3.3 +0.16 +0.34 +0.51 = 4.1 1.5 × 1048

RDL 200ms 2090 Hz 37 +4.1 +4.8 +9.7 = 52 4.5 × 1050 17 +1.9 +2.2 +3.3 = 23 7.9 × 1049 4.8 +0.53 +0.62 +0.67 = 6.2 6.5 × 1048

RDL 200ms 2590 Hz 47 +6.2 +6.1 +11 = 66 1.0 × 1051 23 +3.0 +2.9 +3.7 = 31 2.2 × 1050 4.7 +0.62 +0.61 +0.55 = 6.2 9.7 × 1048
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Table 9.2: Upper limit estimates for a closed box SGR 1900+14 storm search, for two stacking scenarios (N = 11 flat scenario and fluence

weighted scenario). The N = 1 case is shown for comparison. Results are shown for various ringdown and band- and time-limited white

noise burst target signal classes. Note that the results in this table, while using real LIGO data, had not been reviewed by the LIGO

Scientific Collaboration at the time of writing. Therefore, this table does not reflect the scientific opinion of the LSC.

N=1 N=11 Flat Fluence-weighted

Simulation type h90%
rss [10−22 Hz−

1
2 ] E90%

GW [erg] h90%
rss [10−22 Hz−

1
2 ] E90%

GW [erg] h90%
rss [10−22 Hz−

1
2 ] E90%

GW [erg]

WNB 11ms 100-200 Hz 2.7 +0.0 +0.28 +0.33 = 3.1 9.4 × 1045 1.4 +0.0 +0.15 +0.13 = 1.6 2.4 × 1045 0.32 +0.0 +0.033 +0.022 = 0.35 1.2 × 1044

WNB 100ms 100-200 Hz 2.8 +0.0 +0.29 +0.20 = 3.2 8.6 × 1045 1.5 +0.0 +0.15 +0.11 = 1.6 2.3 × 1045 0.32 +0.0 +0.034 +0.015 = 0.36 1.2 × 1044

WNB 11ms 100-1000 Hz 5.4 +0.0 +0.56 +0.55 = 6.1 4.8 × 1047 3.2 +0.0 +0.33 +0.31 = 3.7 1.7 × 1047 0.80 +0.0 +0.083 +0.061 = 0.91 1.0 × 1046

WNB 100ms 100-1000 Hz 5.1 +0.051 +0.53 +0.73 = 6.1 4.3 × 1047 4.0 +0.040 +0.42 +0.38 = 4.6 2.3 × 1047 0.92 +0.0092 +0.096 +0.073 = 1.1 1.2 × 1046

RDC 200ms 1090 Hz 11 +0.21 +1.1 +0.94 = 12 6.3 × 1048 4.7 +0.094 +0.49 +0.31 = 5.4 1.3 × 1048 1.2 +0.023 +0.12 +0.12 = 1.4 8.3 × 1046

RDC 200ms 1590 Hz 14 +0.57 +1.5 +2.1 = 17 2.8 × 1049 7.5 +0.30 +0.77 +0.63 = 8.8 6.9 × 1048 1.7 +0.067 +0.17 +0.12 = 1.9 3.5 × 1047

RDC 200ms 2090 Hz 20 +1.6 +2.5 +2.0 = 24 9.5 × 1049 9.0 +0.72 +1.2 +0.89 = 11 2.0 × 1049 2.4 +0.19 +0.31 +0.20 = 3.0 1.4 × 1048

RDC 200ms 2590 Hz 20 +2.6 +2.6 +2.8 = 27 1.7 × 1050 11 +1.5 +1.5 +0.94 = 15 5.2 × 1049 2.8 +0.37 +0.36 +0.19 = 3.6 3.1 × 1048

RDL 200ms 1090 Hz 19 +0.56 +1.9 +3.7 = 23 2.5 × 1049 8.9 +0.27 +0.93 +1.8 = 11 5.5 × 1048 2.0 +0.061 +0.21 +0.37 = 2.5 3.0 × 1047

RDL 200ms 1590 Hz 29 +1.4 +3.0 +6.6 = 37 1.2 × 1050 12 +0.58 +1.2 +2.5 = 15 2.1 × 1049 4.1 +0.21 +0.43 +0.52 = 5.0 2.4 × 1048

RDL 200ms 2090 Hz 45 +5.0 +5.8 +8.0 = 60 6.0 × 1050 18 +2.0 +2.4 +2.5 = 24 9.1 × 1049 5.1 +0.56 +0.65 +1.3 = 7.1 7.7 × 1048

RDL 200ms 2590 Hz 50 +6.5 +6.4 +14 = 71 1.2 × 1051 18 +2.3 +2.2 +5.8 = 26 1.4 × 1050 5.6 +0.73 +0.72 +0.75 = 7.4 1.4 × 1049
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Figure 9.4: T-Stack and P-Stack sensitivity dependence on N , 50% (top) and 90% (bottom)

detection efficiency, for 1590 Hz τ=200 ms ringdowns in white noise with σ = 1. The results for

the T-Stack pipeline show a sensitivity dependence at both detection efficiency levels of nearly

N1/2 (N0.49 and N0.55 for 50% and 90% detection efficiencies respectively), and the results for

the P-Stack pipeline show a sensitivity dependence at both detection efficiency levels of nearly

N1/4 (N0.24 and N0.27 for 50% and 90% detection efficiencies respectively). All fits excluded the

point N = 1.
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Figure 9.5: T-Stack and P-Stack sensitivity dependence on N , 50% (top) and 90% (bottom)

detection efficiency, for 100–1000Hz 100 ms duration white noise bursts in white noise with σ = 1.

The results for the T-Stack pipeline show a sensitivity dependence at both detection efficiency

levels of nearly N0 (flat dependence), and the results for the P-Stack pipeline show a sensitivity

dependence at both detection efficiency levels of nearly N1/4 (N0.36 and N0.23 for 50% and 90%

detection efficiencies respectively), as in the coherent ringdown case. All fits excluded the point

N = 1.
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Figure 9.6: T-Stack efficiency curves for 1590 Hz 200 ms τ ringdowns, with perfect timing (top)

and timing errors randomly chosen from a normal distribution with σ = 100µs (bottom). The

timing degradation in this case is approximately a factor of 1.7. Timing degradation in the T-Stack

pipeline increases with simulation frequency.



198

10
−2

10
−1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

hrss [Hz−1/2]

fr
ac

ti
o

n
 d

et
ec

te
d

Efficiency:  RDC200ms2590Hz FStack N=20 _100usWiggle_

0.9:  2.09e−02 Hz−1/2

0.5: 1.56e−02 Hz−1/2

Figure 9.7: Efficiency curve example for Stack-a-flare sensitivity vs. timing error Monte Carlos.

This example curve is for N = 20 P-Stack pipeline with 100µs timing error (at 1-σ) using 2590 Hz

circularly polarized ringdowns. Each efficiency curve was constructed using 20 amplitude scaling

factors and 20 trials at each hrss amplitude.
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Figure 9.8: T-Stack and P-Stack sensitivity versus timing error, for 1090 Hz τ = 200 ms circularly

polarized RD, N = 20. Top plot shows results for h50%
rss and bottom plot shows results for h90%

rss .

T-Stack is more sensitive for small timing errors, but degrades. The crossover point is noted; for

T-Stack to be effective at 1090 Hz, apparently timing error must be . 100µs at 1-σ. The leftmost

point on the plots (at a timing error value of 1× 10−6 s) was actually made with no timing error.

T-Stack results level off at high timing errors (greater than ∼ 2 × 10−4, or ∼90 degrees of phase)

because the Monte Carlo effectively randomizes the phases of the stacked signals.
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Figure 9.9: T-Stack and P-Stack sensitivity versus timing error, for 2590 Hz τ = 200 ms circularly

polarized RD, N = 20. Top plot shows results for h50%
rss and bottom plot shows results for h90%

rss .

T-Stack is more sensitive for small timing errors, but degrades. The crossover point is noted; for

T-Stack to be effective at 2590 Hz, apparently, timing error must be . 50µs at 1-σ. The leftmost

point on the plots (at a timing error value of 1× 10−6 s) was actually made with no timing error.

T-Stack results level off at high timing errors (greater than ∼ 1 × 10−4, or ∼90 degrees of phase)

because the Monte Carlo effectively randomizes the phases of the stacked signals.
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Figure 9.10: A histogram of integrated counts under each burst in the SGR 1900+14 storm light

curve from the BAT detector on the Swift satellite, a measure approximately proportional to

fluence, shows a clear separation between these 11 bright bursts and the rest of the set.
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Figure 9.11: Example cumulative histograms showing false alarm rates versus analysis event

loudness for the background (blue) and the stacked on-source region (red). There are three such

plots for each scenario, one per search band. Since the stacked livetime is 4 s here, the loudest

on-source event occurs once per 4 s, and is plotted at a y-value of 0.25 Hz. We can estimate the

FAR of this loudest on-source analysis from the background.
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Figure 9.12: Stack-a-flare simulated data energy sensitivity estimates for the 29 March 2006

storm from SGR 1900+14, for the N = 11 flat and the fluence-weighted scenarios. The N = 1

scenario is shown for reference. Uncertainty estimates have been folded in, as tabulated in Table

9.1. Crosses and circles indicate linearly and circularly polarized RDs, respectively. Triangles and

squares represent 11 ms and 100 ms band- and time-limited WNBs, respectively, and are placed

at the WNB central frequency. Color indicates the stacking scenario: Blue indicates N = 1, green

indicates N = 11 flat, and red indicates fluence-weighted.
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Figure 9.13: Stack-a-flare simulated data amplitude sensitivity estimates for the 29 March 2006

storm from SGR 1900+14, for the N = 11 flat and the fluence-weighted scenarios. The N = 1

scenario is shown for reference. Uncertainty estimates have been folded in, as tabulated in Table

9.1. Crosses and circles indicate linearly and circularly polarized RDs, respectively. Triangles and

squares represent 11 ms and 100 ms band- and time-limited WNBs, respectively, and are placed

at the WNB central frequency. Color indicates the stacking scenario: Blue indicates N = 1, green

indicates N = 11 flat, and red indicates fluence-weighted.
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Figure 9.14: BAT light curve of the SGR 1900+14 storm event, 100µs bins. The light curve shows the BAT event data, from sequence

00203127000, from approximately 20 s after the start of the sequence to its end. The red crosses mark burst integrated counts, a measure

which is approximately proportional to fluence which were used in the fluence-weighted scenario. Times of intermediate flares were

assigned at the center of the steep rising edge. Times of common bursts were assigned to the brightest bin.
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Figure 9.15: Detail of BAT light curve of the SGR 1900+14 storm event shown in Figure 9.14. The two major types of bursts are clearly

visible: longer duration intermediate flares, and shorter duration common bursts. However, there were some bursts that fall somewhere

in the middle, such as the burst at 39.2 s. Red crosses mark approximate burst peak heights and time locations.
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Chapter 10

Conclusion

10.1 Summary

We have described work done preparing photon calibrators for use in LIGO detectors. We have

described the discovery of a significant discrepancy between calibration via photon calibrators and

the coil calibration, which led to an improved understanding of LIGO detector calibration. We

have described how the photon calibrators were used to discover a significant error in the detector

timing calibration.

We have described the Flare pipeline, a simple but powerful tool for performing externally

triggered gravitational wave searches. Though we have focused on SGR bursts in this work, the

Flare pipeline is a general tool which could be used effectively in searches with other astrophysical

targets. We have described work done characterizing and validating the pipeline, including analysis

of GRB 070201 and comparisons to two other major LSC burst pipelines, and the LSC CBC

matched filter pipeline. These are the first comparisons between coherent burst pipelines and

matched filter CBC pipelines of which we are aware.

We have described a search for gravitational waves associated with the SGR 1806–20 giant

flare and 214 SGR bursts in the first year of LIGO’s fifth science run [225]. The loudest events

from the on-source regions analyzed are consistent with no detection. Twelve strain and twelve

EGW upper limits were set for each on-source region at 90% detection efficiency, one for each of

twelve simulated signal types.

We have described a method for a powerful follow-up search which stacks individual SGR

bursts in order to increase the chances for a first gravitational wave detection and significantly
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improve upper limits in a reasonably model-independent way.

10.2 Discussion of individual SGR burst search

Two searches for gravitational waves associated with SGR events had been published before we

published our work; neither claimed detection. The AURIGA collaboration searched for gravi-

tational wave bursts associated with the SGR 1806−20 giant flare in the band 850–950 Hz with

damping time 100 ms, setting upper limits on the gravitational wave energy of ∼ 1049 erg [248].

The LIGO collaboration also published on the same giant flare, targeting times and frequencies of

the quasi-periodic oscillations in the flare’s x-ray tail as well as other frequencies in the detector’s

band, setting upper limits on gravitational wave energy as low as 8 × 1046 erg for quasi-periodic

signals lasting tens of seconds [201].

In addition to the giant flare from SGR 1806–20, the search described in Chapter 8 covers

214 smaller flares which occurred during the LIGO S5 data run, when the LIGO amplitude noise

was typically ∼ 1/3 the value at the time of the giant flare. This was the first search sensitive

to the f -modes, which are usually considered the most efficient gravitational wave emitters [19];

we also searched the entire frequency band of best detector sensitivity. We have done this with

unprecedentedly sensitive gravitational wave detectors, and an unprecedentedly sensitive triggered

burst analysis pipeline. Not surprisingly our upper limits on gravitational wave strain amplitude

were the best published to date for a short-duration gravitational wave burst search. Our upper

limits on gravitational wave emission energy (Figure 8.12) overlap the range of electromagnetic

energies ∼ 1044–1046 erg seen in SGR giant flares [126, 127] and more than one third are below

the ∼ 1049 erg maximum gravitational wave energy predicted in some theoretical models [21]. Our

best upper limits on γ are within the theoretically predicted range implied in [21].

10.3 Future work

Three new analyses are planned for the near future. First, we plan to analyze individual SGR

bursts in the remainder of the S5 LIGO science run and the Virgo VSR1 science run using the

Flare pipeline. Second, we plan to analyze individual SGR bursts from the newly-discovered

SGR 0501+4516, which may be an order of magnitude closer to Earth than SGR 1900+14 and

SGR 1806–20, using Astrowatch data from the LIGO H2 detector which was taken after the

end of S5. These projects should both be straightforward, as the method is already completely
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implemented and reviewed. Finally, we have already begun a Stack-a-flare search for gravitational

waves associated with the S5 SGR 1900+14 storm, and we expect to finish the analysis and publish

the results in 2009.

As existing detectors become increasingly sensitive and new detectors in the global network

come online, the prospects for detecting gravitational waves from SGRs improve. We plan to

make scientific statements about gravitational waves from SGRs using data from two upcoming

science runs. The enhanced LIGO detectors will double the amplitude sensitivity of S5, giving

an improvement in energy sensitivity and therefore γ of a factor of four or more. A sixth LIGO

science run (S6) with the enhanced detectors is scheduled to begin in mid-2009. Further in the

future, the Advanced LIGO detectors promise an improvement in hrss by more than a factor of 10

over S5, corresponding to an improvement in energy sensitivity (and therefore γ) by more than a

factor of 100.

The methods described here could usefully analyze SGR activity in future science runs.

However, we will continue to search for better methods. For example, the Flare pipeline could

be redesigned with the capacity to use more than two detectors. Also, the T-Stack prototype

exhibits energy sensitivity gains that scale with the first power of N in sandbox conditions; we

would like to find a way to actualize those gains in real Stack-a-flare searches, which currently

gain sensitivity as N1/2.

In conclusion, SGRs are promising sources for a first gravitational wave detection. Our

analysis tools have proven to be valuable additions to the collaboration’s data analysis battery.

Our work has ensured that externally triggered searches on SGR bursts will continue to be a

significant part of the LSC’s science output as the detectors continue to improve.
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Appendix A

Glossary

Table A.1: Abbreviations and terms relevant the work.

Term Definition

ACIGA Australian Consortium for Interferometric Gravitational Astronomy

ADC Analog to Digital Converter

AEG Analysis Event Generator

AIGO Australian Interferometric Gravitational Observatory

AIGRC Australian International Gravitational Research Centre

AXP Anomalous X-ray Pulsar

BAT Burst Alert Telescope, detector on Swift satellite

BATSE detector on NASA’s Compton Gamma-Ray Observatory satellite

BBH Binary Black Hole

BH Black Hole

BNS Binary Neutron Star

BP Bandpass

BS Beam Splitter

CBC Compact Binary Coalescence

Chandra Chandra X-ray observatory satellite

cWB Coherent WaveBurst analysis pipeline

D1 Detector 1

Continued on next page
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Table A.1 – continued from previous page

Term Definition

D2 Detector 2

DARM Differential Arm

DAC Digital to Analog Converter

DAQ Data Acquisition

DCC Document Control Center

DFT Discrete Fourier Transform

DMT Data Monitor Tool

DQ Data Quality

EndX X-arm ETM on an interferometer

EndY Y-arm ETM on an interferometer

EOS Equation of State

ETM End Test Mass

GCN GRB Coordinate Network

GR General Theory of Relativity

GRB Gamma Ray Burst

GW Gravitational Wave

H1 LIGO Hanford Observatory 4 km detector

H1X H1 detector X-arm end station

H1Y H1 detector Y-arm end station

H2 LIGO Hanford Observatory 2 km detector

H2X H2 detector X-arm end station

H2Y H2 detector Y-arm end station

HR Highly Reflective (optical coating)

HW Hardware

IBAS INTEGRAL Burst Alert System

IFO interferometer

IPN InterPlanetary Network

ITM Input Test Mass

Konus Gamma-ray detector on Wind satellite

L1 LIGO Livingston Observatory 4 km detector

Continued on next page
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Table A.1 – continued from previous page

Term Definition

L1X L1 detector X-arm end station

L1Y L1 detector Y-arm end station

LAL LIGO Algorithm Library

LBV Luminous Blue Variable

LCGT Large Scale Cryogenic Gravitational Wave Telescope

LHO LIGO Hanford Observatory

LIGO Laser Interferometer Gravitational-Wave Observatory

LISA Laser Interferometer Space Antenna

LLO LIGO Livingston Observatory

LMC Large Magellanic Cloud

LSC LIGO Scientific Collaboration

LTF Likelihood Time-Frequency map

MDC Mock Data Challenge

NIST National Institute of Standards and Technology

nfft Fourier transform length in samples

NS Neutron Star

OSEM Optical Shadow Sensor and Electromagnetic Actuator

OTTB Optically Thin Thermal Bremsstrahlung

overlap Fourier transform overlap

pcal photon calibrator

PD Photodetector

PBH Primordial Black Hole

PSL Pre-Stabilized Laser

PSR Pulsar

QPO Quasiperiodic Oscillation

RD Ringdown

RDL Linear ringdown

RDC Circular ringdown

RHESSI Ramaty High Energy Solar Spectroscopic Imager (satellite)

RXTE Rossi X-Ray Timing Explorer (satellite)

Continued on next page
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Table A.1 – continued from previous page

Term Definition

S5 LIGO’s fifth science run

S5y1 First year of S5 14 Nov. 2005 to 14 Nov. 2006

SG Sine-Gaussian

SGR Soft Gamma Repeater

SNR Signal to Noise Ratio

SNR Supernova Remnant

SPI Suspension Point Interferometer

SR Special Theory of Relativity

SRD Science Requirements Document

Swift IPN satellite with BAT detector

TAMA Tokyo Advanced Medium-Scale Antenna

TF Time and Frequency

Ulysses solar observatory satellite

VLA Very Large Array

WAT Wavelet Analysis Toolbox

Wind IPN satellite with Konus detector

WNB band- and time-lmited White Noise Burst

XRT X-Ray Telescope (on Swift satellite)

Z loudness statistic
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Appendix B

Technical Flare pipeline

validations

Here we present additional checks of the data conditioning algorithm and time bookkeeping. The

Flare pipeline underwent a formal code review performed by an LSC review committee, and some

of these checks were done as part of the formal review process.

B.1 Data conditioning stage

We first look at the effect of a 64–2048Hz bandpass filter on white noise, in the frequency domain

(Figure B.1). This filter is representative of bandpass filters used in searches, which may have

different pass bands. In the middle of the passband the filter gain is 1.

We next examine the effect of a representative notch filter. Figure B.2 shows periodograms

of unnotched and notched simulated LIGO data (simulated data are described in Section 6.6.1.

Spectrograms showing the progression from bandpassed unnotched LIGO noise, to band-

passed notched noise, to noise after whitening via the Flare excess power algorithm described in

Section 5.4.2 are shown in Figures B.3 through B.5. Several simulated large band WNBs were

injected into the noise in order to qualitatively demonstrate the effect of filtering on signals.
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Figure B.1: Effect of 64–2048 bandpass filter on white noise. In the middle of the passband

the filter gain is identically 1. This filter is representative of bandpass filters used in searches,

which may have different pass bands. The Flare pipeline uses any bandpass filter specified in a

configuration file.

B.2 Validation of time bookkeeping

We generate ASCII lists of analysis events for all simulation recovery and on-source regions. These

lists are checked to insure that time bookkeeping is performed correctly, that is, that analysis event

times are all contained in the expected region. A script produced by an LSC reviewer (K. Cannon)

checks the analysis event time dumps from the pipeline and verifies that no event lies outside of

the segment in which it was supposed to be found [249]. This test passes.
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Figure B.2: Periodograms of unnotched and notched L1 LIGO data. The notch filter was a union

filter generated automatically from LIGO H1 and L1 data.

B.3 Comparison of Flare and LAL simulations

We produced samples of Flare pipeline simulations for comparison to simulations produced by LAL

simulation code. A test program written by an LSC reviewer (K. Cannon) loads two files produced

by the Flare pipeline: a raw file containing the original injection plus- and cross-polarization

time series, and a post-injection dump file containing the H1 and L1 time series [249]. The test

program uses LAL injection code to convert the Flare plus- and cross-polarization time series into

a prediction of the H1 and L1 strains. The LAL and Flare versions of the instrument strains

are dumped together into two files, one for each instrument. Figure B.6 shows the extent of the

discrepancy.
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Figure B.3: Spectrogram of some LIGO data near the trigger before applying whitening or a notch

filter. Vertical stripes are white noise bursts intentionally added to the data.

B.4 Validation of simulation hrss calculation

Comparisons between hrss values for simulations computed by Flare and LAL agree to within a

few times double-precision epsilon.

B.5 Validation of simulation EGW/r2 calculation

Flare pipeline calculated EGW for the injection samples described in Section B.3. These calcula-

tions were compared to reviewed LAL code. The EGW values computed for the waveforms agree

to within 0.1% with the exception of the lowest-frequency WNB waveforms, where Flare assigns

an energy about 1% higher than LAL does. This is in the safe direction – Flare is either correct or

computing a conservative upper limit if LAL is correct – and is small compared to other sources

of uncertainty. After investigation, the source of this 1% discrepancy remains unidentified.
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Figure B.4: Spectrogram of the same LIGO data near the trigger before applying whitening, and

after applying the notch filter. Vertical stripes are white noise bursts intentionally added to the

data.

B.6 Validation of antenna factor calculation

The comparison in Section B.3 also provides stringent, if qualitative, validation of Flare’s an-

tenna factor code. In addition, during the course of review we directly compared Flare and LAL

F+(θ, φ, ψ) and F×(θ, φ, ψ) antenna factors over a mesh of 167936 combinations of sky positions,

polarizations, and times. The time range spanned a UTC leap second where the correct GPS to

GMST conversion should make the Earth appear to rotate backwards momentarily.

B.7 Simulation time delays in Fourier space

The comparison in Section B.3 also provides stringent, if qualitative, validation of Flare’s simula-

tion time delay code. In addition, the Flare pipeline code for performing time delays in Fourier

space on simulations has been incorporated into the BurstMDC simulations engine [109], the pri-
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Figure B.5: Spectrogram of the same LIGO data near the trigger after applying whitening. Ver-

tical stripes are white noise bursts intentionally added to the data.

mary external simulations engine for the LSC Burst Working Group. The Flare pipeline code

has given BurstMDC the capability of performing subsample time delays. BurstMDC has since

undergone an independent review, further validating this function.

B.8 Upper limit results from Flare vs. BurstMDC simula-

tions

In addition to comparisons with LAL, upper limits for 16 searches (2 GPS times and 8 simulations

– RDC and RDL) estimated using simulations produced with Flare pipelines internal simulations

engine were compared to upper limits estimated using MDCs produced by BurstMDC [109]. Av-

erage agreement was better than 2%.
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Figure B.6: Comparison between simulation time series generated by Flare pipeline and LAL.

The top plot is the beginning of a 200 ms 2590 Hz ringdown. The bottom plot is a 100 ms 100–

200 Hz WNB. Blue curves are the Flare pipeline time series while red curves were produced by

LAL. These are the largest discrepancies observed, and the plots are nearly indistinguishable.

Plots courtesy K. Cannon.

B.9 Validation of events list generation

The Flare pipeline looks at on-source regions which are fed to it in the events list. Not only must

Flare do this correctly (as checked in Section B.2), but the listed on-source regions must be correct
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as well. In addition, in order to estimate the on-source loudest event significance and upper limits

correctly, the background segment list in the events list must be correct.

Creating the events list is described in Section 5.3. There are several things to check here.

UTC times from the IPN list must be correctly converted to GPS times. DQ segments must be

collated correctly for the on-source and background regions. For Konus-Wind events, timing must

be propagated correctly from satellite crossing time to Earth crossing time.

The events list was reproduced starting from the original upstream files and using entirely

independent LAL code (e.g. LAL light travel-time functions, UTC-to-GPS conversions, segment

algebra functions etc.) [249]. With the exception of 1 s discrepancies in background segment times

consistent with rounding fluctuations, the reproduction and original events lists are the same.

Additionally, in the course of procuring the SGR 1806–20 060806 event Konus-Wind light

curve, D. Frederiks calculated the time between light crossing at the geocenter and light crossing

at the satellite at 06 Aug 2006 14:23:44.12 UTC to be 5.051 s [238]. We had previously calculated it

to be 5.0508 s. This provides external validation of the light crossing time propagation technique.

We further validated the calculation using a second method based on trigonometry instead

of rotations.
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Appendix C

Propagation of light crossing

times

In this appendix we describe the method for propagation of satellite light crossing times.

In the individual SGR burst search described in Chapter 8, the giant flare event time was

propagated from a satellite crossing time to a crossing time at the Hanford LIGO site, while 21

of the S5y1 events times were propagated from the Konus satellite to the geocenter.

Propagation of the wavefront arrival time to the geocenter requires knowledge of the SGR

sky position and knowledge of the satellite position relative to the geocenter. Propagation of the

wavefront arrival time to the gravitational wave detector requires knowledge of the position of the

detector on the Earth relative to the geocenter as well. Positions of the source are given in terms

of right ascension and declination, and positions of satellites an locations on earth are given in

terms of right-handed sky-fixed geocentered cartesian coordinates, with the Z-axis pointing north

and the X-axis pointing to the vernal equinox. Converting detector latitudes and longitudes to

these coordinates requires knowledge of the sidereal time of the event.

Propagation was performed via rotation matrices. The first rotation around the Z-axis

causes the Y-axis to be perpendicular to the source-geocenter line, and the second rotation around

the Y-axis causes the X-axis to point to the source. After these rotations are applied, we take the

difference in satellite and Earth X-coordinates and divide by the speed of light to get the relative

light crossing delay. Validation of this technique is described in Section B.9.

As an example, we discuss the peak time of the giant flare event in detail. GCN reports

2920 [131] and 2936 [132] assign times for the giant flare wavefront arrival time at the INTEGRAL
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and RHESSI satellites respectively. The RHESSI timing declares a 3 ms systematic error, while

the INTEGRAL timing is considered to be accurate to within ∼50 ms [250]. Therefore, we use

the RHESSI time for our trigger time, and the INTEGRAL time provides a cross check.

The time of the abrupt rise of the giant flare at RHESSI was 21:30:26.6376(30) UT on 2004

December 27 [251]. This agrees with the time cited in [176], 21:30:26.64, but disagrees with the

time cited in the GCN report which was incorrect [251]. The light crossing time at INTEGRAL was

21:30:26:55(5) UT [252] which is consistent with the corrected RHESSI time given the locations

of the satellites and source.

We find that the wavefront arrived at Hanford 5.88 ms after it arrived at the RHESSI

satellite, and 81.0 ms after arrival at the INTEGRAL satellite.

Therefore, we choose to center our search at 21:30:26.643(3) UT on 2004 December 27,

corresponding to the arrival of the rising edge of the giant flare at the detector. This trigger time

corresponds to a GPS time of 788218239.643(3). We note that the individual burst search does

not require more than 1 s precision in the external trigger times; the above determination with

millisecond precision was performed before it was clear that the search was much more tolerant

of timing imprecision.
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Appendix D

Full table of upper limits for the

giant flare and S5y1 flares
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Table D.1: Strain and energy loudest event upper limit estimates at 90% detection

efficiency (E90%
GW and h90%

rss ) for the SGR 1806−20 giant flare and the SGR bursts

in the first year of LIGO’s fifth science run for various circularly/linearly polarized

RD (RDC/RDL) and WNB simulations. Root mean square antenna factor for a

detector is defined as FRMS ≡

q

F 2
+ + F 2

×
. The times given in both UTC and GPS

are the geocenter crossing times of the on-source region centers. The “o.s.” column

is the duration of the on-source region, centered around the respective geocenter

crossing time. Uncertainties (in superscripts, the first and second due to detector

calibration statistical uncertainty and systematic error respectively, the third due

to monte carlo statistics) are folded into the final energy and strain upper limit

estimates.

trigger detector FH1
rms FL1

rms type o.s. h90%
rss [10−22 strain · Hz−

1
2 ] E90%

GW [erg]

SGR 1806−20 H1 0.29 - WNB 11ms 100-200Hz 4 21.8 +1.3 +5.6 +1.2 = 28.9 7.3 × 1047

WNB 100ms 100-200Hz 4 18.1 +1.1 +4.6 +0.5 = 23.9 4.9 × 1047

GPS 788218239.643 WNB 11ms 100-1000Hz 4 50.0 +3.0 +12.8 +1.3 = 65.8 5.4 × 1049

Dec 27 2004 21:30:26.643 UTC WNB 100ms 100-1000Hz 4 44.9 +2.7 +11.5 +1.1 = 59.2 3.7 × 1049

RDC 200ms 1090Hz 4 59.4 +3.6 +15.2 +1.7 = 78.2 2.6 × 1050

RDC 200ms 1590Hz 4 93.3 +5.6 +23.9 +2.8 = 122.9 1.4 × 1051

RDC 200ms 2090Hz 4 123.9 +7.4 +31.7 +3.5 = 163.3 4.2 × 1051

RDC 200ms 2590Hz 4 152.1 +9.1 +38.9 +4.1 = 200.4 9.8 × 1051

RDL 200ms 1090Hz 4 173.4 +10.4 +44.4 +36.4 = 241.2 2.6 × 1051

RDL 200ms 1590Hz 4 264.4 +15.9 +67.7 +32.3 = 355.2 1.2 × 1052

RDL 200ms 2090Hz 4 386.6 +23.2 +99.0 +46.2 = 519.0 4.4 × 1052

RDL 200ms 2590Hz 4 441.5 +26.5 +113.0 +62.9 = 597.4 8.9 × 1052

SGR 1806−20 L1H1H2 0.63 0.58 WNB 11ms 100-200Hz 4 2.9 +0.0 +0.3 +0.2 = 3.2 9.4 × 1045

WNB 100ms 100-200Hz 4 2.3 +0.0 +0.2 +0.1 = 2.5 5.6 × 1045

GPS 817466383.2 WNB 11ms 100-1000Hz 4 5.6 +0.0 +0.6 +0.2 = 6.2 4.7 × 1047

Dec 01 2005 09:59:30.2 UTC WNB 100ms 100-1000Hz 4 5.2 +0.1 +0.5 +0.2 = 5.8 3.6 × 1047

RDC 200ms 1090Hz 4 7.9 +0.2 +0.8 +0.3 = 9.0 3.5 × 1048

RDC 200ms 1590Hz 4 11.6 +0.5 +1.2 +0.4 = 13.3 1.6 × 1049

RDC 200ms 2090Hz 4 16.2 +1.3 +2.1 +0.5 = 19.6 6.0 × 1049

RDC 200ms 2590Hz 4 18.8 +2.4 +2.4 +0.6 = 23.8 1.3 × 1050

RDL 200ms 1090Hz 4 25.0 +0.7 +2.6 +2.5 = 29.3 3.9 × 1049

RDL 200ms 1590Hz 4 33.0 +1.7 +3.4 +3.3 = 39.4 1.5 × 1050

RDL 200ms 2090Hz 4 45.7 +5.0 +5.9 +6.6 = 59.6 5.7 × 1050

RDL 200ms 2590Hz 4 58.5 +7.6 +7.5 +8.8 = 77.6 1.5 × 1051

SGR 1806−20 L1H1H2 0.63 0.64 WNB 11ms 100-200Hz 4 3.0 +0.0 +0.3 +0.2 = 3.4 1.1 × 1046

WNB 100ms 100-200Hz 4 2.3 +0.0 +0.2 +0.1 = 2.6 6.0 × 1045

GPS 817635844.3 WNB 11ms 100-1000Hz 4 5.5 +0.0 +0.6 +0.2 = 6.1 4.5 × 1047

Dec 03 2005 09:03:51.3 UTC WNB 100ms 100-1000Hz 4 5.3 +0.1 +0.6 +0.2 = 6.0 3.9 × 1047

RDC 200ms 1090Hz 4 8.6 +0.2 +0.9 +0.3 = 9.7 4.0 × 1048

RDC 200ms 1590Hz 4 12.3 +0.5 +1.3 +0.4 = 14.1 1.8 × 1049

RDC 200ms 2090Hz 4 16.1 +1.3 +2.1 +0.4 = 19.5 6.1 × 1049

RDC 200ms 2590Hz 4 20.2 +2.6 +2.6 +0.7 = 25.6 1.5 × 1050

RDL 200ms 1090Hz 4 29.1 +0.9 +3.0 +3.2 = 34.4 5.3 × 1049

RDL 200ms 1590Hz 4 41.5 +2.1 +4.3 +4.5 = 49.9 2.4 × 1050

RDL 200ms 2090Hz 4 54.4 +6.0 +7.0 +7.7 = 70.8 7.9 × 1050

Continued on next page
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Table D.1 – continued from previous page

trigger detector FH1
rms FL1

rms type o.s. h90%
rss [10−22 strain · Hz−

1
2 ] E90%

GW [erg]

RDL 200ms 2590Hz 4 55.9 +7.3 +7.2 +8.1 = 74.0 1.4 × 1051

SGR 1806−20 L1H1H2 0.56 0.40 WNB 11ms 100-200Hz 4 4.3 +0.0 +0.4 +0.3 = 4.9 2.1 × 1046

WNB 100ms 100-200Hz 4 3.3 +0.0 +0.3 +0.1 = 3.7 1.2 × 1046

GPS 817645421.3 WNB 11ms 100-1000Hz 4 7.4 +0.0 +0.8 +0.3 = 8.3 8.2 × 1047

Dec 03 2005 11:43:28.3 UTC WNB 100ms 100-1000Hz 4 7.3 +0.1 +0.8 +0.2 = 8.1 7.2 × 1047

RDC 200ms 1090Hz 4 10.7 +0.2 +1.1 +0.4 = 12.1 6.3 × 1048

RDC 200ms 1590Hz 4 16.0 +0.6 +1.7 +0.5 = 18.4 3.1 × 1049

RDC 200ms 2090Hz 4 21.5 +1.7 +2.8 +0.6 = 26.0 1.1 × 1050

RDC 200ms 2590Hz 4 26.2 +3.4 +3.4 +0.9 = 33.0 2.6 × 1050

RDL 200ms 1090Hz 4 29.0 +0.9 +3.0 +2.6 = 33.8 5.1 × 1049

RDL 200ms 1590Hz 4 46.9 +2.3 +4.9 +3.3 = 55.1 2.9 × 1050

RDL 200ms 2090Hz 4 63.2 +7.0 +8.1 +4.4 = 79.3 1.0 × 1051

RDL 200ms 2590Hz 4 68.2 +8.9 +8.7 +6.0 = 87.7 1.9 × 1051

SGR 1806−20 L1H1H2 0.56 0.39 WNB 11ms 100-200Hz 4 3.6 +0.0 +0.4 +0.2 = 4.0 1.4 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.3 9.4 × 1045

GPS 817645533.0 WNB 11ms 100-1000Hz 4 6.9 +0.0 +0.7 +0.3 = 7.7 7.2 × 1047

Dec 03 2005 11:45:20.0 UTC WNB 100ms 100-1000Hz 4 6.8 +0.1 +0.7 +0.2 = 7.6 6.3 × 1047

RDC 200ms 1090Hz 4 11.4 +0.2 +1.2 +0.4 = 12.9 7.1 × 1048

RDC 200ms 1590Hz 4 16.6 +0.7 +1.7 +0.5 = 19.1 3.3 × 1049

RDC 200ms 2090Hz 4 22.7 +1.8 +2.9 +0.8 = 27.6 1.2 × 1050

RDC 200ms 2590Hz 4 26.8 +3.5 +3.4 +0.8 = 33.8 2.7 × 1050

RDL 200ms 1090Hz 4 30.9 +0.9 +3.2 +3.3 = 36.4 5.9 × 1049

RDL 200ms 1590Hz 4 46.0 +2.3 +4.8 +3.8 = 54.4 2.8 × 1050

RDL 200ms 2090Hz 4 63.6 +7.0 +8.1 +6.0 = 80.7 1.0 × 1051

RDL 200ms 2590Hz 4 74.2 +9.6 +9.5 +6.5 = 95.3 2.2 × 1051

SGR 1806−20 L1H1H2 0.46 0.23 WNB 11ms 100-200Hz 4 5.0 +0.0 +0.5 +0.3 = 5.6 2.9 × 1046

WNB 100ms 100-200Hz 4 4.4 +0.0 +0.5 +0.2 = 4.8 2.0 × 1046

GPS 817736037.0 WNB 11ms 100-1000Hz 4 13.9 +0.0 +1.4 +0.5 = 15.4 2.9 × 1048

Dec 04 2005 12:53:44.0 UTC WNB 100ms 100-1000Hz 4 13.2 +0.1 +1.4 +0.4 = 14.7 2.4 × 1048

RDC 200ms 1090Hz 4 18.7 +0.4 +1.9 +0.6 = 21.1 1.9 × 1049

RDC 200ms 1590Hz 4 25.3 +1.0 +2.6 +0.9 = 29.1 7.7 × 1049

RDC 200ms 2090Hz 4 35.9 +2.9 +4.6 +1.2 = 43.5 2.9 × 1050

RDC 200ms 2590Hz 4 43.9 +5.7 +5.6 +1.4 = 55.4 7.3 × 1050

RDL 200ms 1090Hz 4 45.1 +1.4 +4.7 +3.1 = 52.0 1.2 × 1050

RDL 200ms 1590Hz 4 61.1 +3.1 +6.3 +4.8 = 72.1 4.9 × 1050

RDL 200ms 2090Hz 4 80.3 +8.8 +10.3 +5.5 = 100.9 1.6 × 1051

RDL 200ms 2590Hz 4 99.3 +12.9 +12.7 +6.0 = 126.3 3.9 × 1051

SGR 1806−20 H1H2 0.21 - WNB 11ms 100-200Hz 4 11.4 +0.0 +1.2 +0.7 = 12.7 1.4 × 1047

WNB 100ms 100-200Hz 4 9.5 +0.0 +1.0 +0.3 = 10.5 9.7 × 1046

GPS 817748941.0 WNB 11ms 100-1000Hz 4 22.0 +0.0 +2.3 +0.8 = 24.4 7.7 × 1048

Dec 04 2005 16:28:48.0 UTC WNB 100ms 100-1000Hz 4 21.3 +0.2 +2.2 +0.7 = 23.9 6.2 × 1048

RDC 200ms 1090Hz 4 31.4 +0.6 +3.3 +1.1 = 35.5 5.5 × 1049

RDC 200ms 1590Hz 4 46.7 +1.9 +4.8 +1.6 = 53.7 2.6 × 1050

RDC 200ms 2090Hz 4 60.9 +4.9 +7.8 +2.0 = 73.8 8.5 × 1050

RDC 200ms 2590Hz 4 80.5 +10.5 +10.3 +3.0 = 101.6 2.5 × 1051

RDL 200ms 1090Hz 4 87.9 +2.6 +9.1 +11.3 = 105.1 5.0 × 1050

Continued on next page
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Table D.1 – continued from previous page

trigger detector FH1
rms FL1

rms type o.s. h90%
rss [10−22 strain · Hz−

1
2 ] E90%

GW [erg]

RDL 200ms 1590Hz 4 140.1 +7.0 +14.5 +19.8 = 171.7 2.7 × 1051

RDL 200ms 2090Hz 4 199.4 +21.9 +25.5 +20.0 = 253.8 1.0 × 1052

RDL 200ms 2590Hz 4 248.9 +32.4 +31.9 +31.3 = 325.9 2.6 × 1052

SGR 1806−20 H1H2 0.28 - WNB 11ms 100-200Hz 4 10.8 +0.0 +1.1 +0.7 = 12.1 1.3 × 1047

WNB 100ms 100-200Hz 4 8.7 +0.0 +0.9 +0.3 = 9.6 8.2 × 1046

GPS 817939110.0 WNB 11ms 100-1000Hz 4 18.5 +0.0 +1.9 +0.8 = 20.6 5.7 × 1048

Dec 06 2005 21:18:17.0 UTC WNB 100ms 100-1000Hz 4 19.0 +0.2 +2.0 +0.6 = 21.3 4.9 × 1048

RDC 200ms 1090Hz 4 25.5 +0.5 +2.6 +0.8 = 28.8 3.6 × 1049

RDC 200ms 1590Hz 4 36.5 +1.5 +3.8 +1.1 = 41.9 1.6 × 1050

RDC 200ms 2090Hz 4 50.5 +4.0 +6.5 +1.7 = 61.2 5.9 × 1050

RDC 200ms 2590Hz 4 61.8 +8.0 +7.9 +1.8 = 78.0 1.4 × 1051

RDL 200ms 1090Hz 4 85.5 +2.6 +8.9 +10.7 = 102.0 4.6 × 1050

RDL 200ms 1590Hz 4 113.9 +5.7 +11.8 +15.6 = 139.2 1.8 × 1051

RDL 200ms 2090Hz 4 143.4 +15.8 +18.4 +24.9 = 190.1 5.8 × 1051

RDL 200ms 2590Hz 4 185.2 +24.1 +23.7 +27.8 = 245.8 1.4 × 1052

SGR 1806−20 L1H1H2 0.53 0.68 WNB 11ms 100-200Hz 4 2.8 +0.0 +0.3 +0.2 = 3.1 8.6 × 1045

WNB 100ms 100-200Hz 4 2.4 +0.0 +0.3 +0.1 = 2.7 6.3 × 1045

GPS 822538468.0 WNB 11ms 100-1000Hz 4 5.9 +0.0 +0.6 +0.2 = 6.6 5.6 × 1047

Jan 29 2006 02:54:14.0 UTC WNB 100ms 100-1000Hz 4 5.8 +0.1 +0.6 +0.2 = 6.5 4.7 × 1047

RDC 200ms 1090Hz 4 8.9 +0.2 +0.9 +0.2 = 10.0 4.4 × 1048

RDC 200ms 1590Hz 4 13.4 +0.5 +1.4 +0.4 = 15.4 2.2 × 1049

RDC 200ms 2090Hz 4 17.8 +1.4 +2.3 +0.6 = 21.6 7.4 × 1049

RDC 200ms 2590Hz 4 21.2 +2.8 +2.7 +0.6 = 26.7 1.7 × 1050

RDL 200ms 1090Hz 4 33.4 +1.0 +3.5 +4.4 = 39.9 7.2 × 1049

RDL 200ms 1590Hz 4 41.3 +2.1 +4.3 +5.8 = 50.5 2.4 × 1050

RDL 200ms 2090Hz 4 64.1 +7.1 +8.2 +8.9 = 83.3 1.1 × 1051

RDL 200ms 2590Hz 4 72.3 +9.4 +9.2 +8.9 = 94.5 2.2 × 1051

SGR 1806−20 L1 - 0.60 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.3 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.2 +0.1 = 3.0 7.6 × 1045

GPS 824272814.0 WNB 11ms 100-1000Hz 4 6.4 +0.0 +0.5 +0.3 = 6.9 6.0 × 1047

Feb 18 2006 04:40:00.0 UTC WNB 100ms 100-1000Hz 4 6.2 +0.1 +0.5 +0.2 = 6.8 5.2 × 1047

RDC 200ms 1090Hz 4 10.2 +0.2 +0.8 +0.4 = 11.3 5.5 × 1048

RDC 200ms 1590Hz 4 14.2 +0.6 +1.1 +0.5 = 15.9 2.3 × 1049

RDC 200ms 2090Hz 4 20.1 +1.6 +1.5 +0.8 = 23.5 8.7 × 1049

RDC 200ms 2590Hz 4 24.6 +3.2 +1.9 +0.9 = 29.9 2.1 × 1050

RDL 200ms 1090Hz 4 34.4 +1.0 +2.6 +4.7 = 40.8 7.4 × 1049

RDL 200ms 1590Hz 4 43.0 +2.1 +3.3 +5.7 = 51.7 2.5 × 1050

RDL 200ms 2090Hz 4 58.6 +6.4 +4.5 +8.6 = 74.8 8.9 × 1050

RDL 200ms 2590Hz 4 71.6 +9.3 +5.5 +9.4 = 91.8 2.1 × 1051

SGR 1900+14 H1H2 0.24 - WNB 11ms 100-200Hz 4 7.6 +0.0 +0.8 +0.4 = 8.5 6.4 × 1046

WNB 100ms 100-200Hz 4 6.4 +0.0 +0.7 +0.2 = 7.1 4.4 × 1046

GPS 827316739.0 WNB 11ms 100-1000Hz 4 15.8 +0.0 +1.6 +0.4 = 17.4 3.7 × 1048

Mar 25 2006 10:12:05.0 UTC WNB 100ms 100-1000Hz 4 14.9 +0.1 +1.5 +0.4 = 16.6 3.0 × 1048

RDC 200ms 1090Hz 4 22.6 +0.5 +2.3 +0.5 = 25.4 2.8 × 1049

RDC 200ms 1590Hz 4 34.0 +1.4 +3.5 +0.9 = 39.0 1.4 × 1050

RDC 200ms 2090Hz 4 44.8 +3.6 +5.7 +1.3 = 54.2 4.6 × 1050

Continued on next page
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Table D.1 – continued from previous page

trigger detector FH1
rms FL1

rms type o.s. h90%
rss [10−22 strain · Hz−

1
2 ] E90%

GW [erg]

RDC 200ms 2590Hz 4 57.9 +7.5 +7.4 +1.6 = 73.0 1.3 × 1051

RDL 200ms 1090Hz 4 74.6 +2.2 +7.7 +7.1 = 87.3 3.4 × 1050

RDL 200ms 1590Hz 4 93.9 +4.7 +9.7 +9.0 = 111.9 1.2 × 1051

RDL 200ms 2090Hz 4 140.1 +15.4 +17.9 +15.2 = 179.1 5.2 × 1051

RDL 200ms 2590Hz 4 178.7 +23.2 +22.9 +17.8 = 230.9 1.3 × 1052

SGR 1900+14 L1H1H2 0.45 0.31 WNB 11ms 100-200Hz 4 3.9 +0.0 +0.4 +0.2 = 4.3 1.7 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.4 9.9 × 1045

GPS 827345255.0 WNB 11ms 100-1000Hz 4 8.6 +0.0 +0.9 +0.3 = 9.5 1.1 × 1048

Mar 25 2006 18:07:21.0 UTC WNB 100ms 100-1000Hz 4 8.0 +0.1 +0.8 +0.2 = 9.0 8.6 × 1047

RDC 200ms 1090Hz 4 12.9 +0.3 +1.3 +0.3 = 14.5 9.2 × 1048

RDC 200ms 1590Hz 4 18.9 +0.8 +2.0 +0.7 = 21.7 4.3 × 1049

RDC 200ms 2090Hz 4 25.3 +2.0 +3.2 +0.8 = 30.7 1.5 × 1050

RDC 200ms 2590Hz 4 32.1 +4.2 +4.1 +1.0 = 40.5 3.9 × 1050

RDL 200ms 1090Hz 4 23.9 +0.7 +2.5 +1.1 = 27.3 3.4 × 1049

RDL 200ms 1590Hz 4 35.6 +1.8 +3.7 +1.7 = 41.5 1.6 × 1050

RDL 200ms 2090Hz 4 47.7 +5.2 +6.1 +2.8 = 59.6 5.7 × 1050

RDL 200ms 2590Hz 4 57.3 +7.4 +7.3 +2.8 = 72.5 1.3 × 1051

SGR 1900+14 L1H1 0.35 0.52 WNB 11ms 100-200Hz 4 3.3 +0.0 +0.3 +0.2 = 3.7 1.2 × 1046

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.2 × 1045

GPS 827364861.0 WNB 11ms 100-1000Hz 4 8.0 +0.0 +0.8 +0.2 = 8.8 9.7 × 1047

Mar 25 2006 23:34:07.0 UTC WNB 100ms 100-1000Hz 4 7.3 +0.1 +0.8 +0.2 = 8.2 7.2 × 1047

RDC 200ms 1090Hz 4 10.4 +0.2 +1.1 +0.3 = 11.7 5.9 × 1048

RDC 200ms 1590Hz 4 15.1 +0.6 +1.6 +0.4 = 17.3 2.7 × 1049

RDC 200ms 2090Hz 4 19.3 +1.5 +2.5 +0.8 = 23.4 8.4 × 1049

RDC 200ms 2590Hz 4 25.6 +3.3 +3.3 +0.8 = 32.3 2.5 × 1050

RDL 200ms 1090Hz 4 28.3 +0.8 +2.9 +2.5 = 33.1 4.9 × 1049

RDL 200ms 1590Hz 4 38.9 +1.9 +4.0 +3.3 = 46.1 2.0 × 1050

RDL 200ms 2090Hz 4 53.6 +5.9 +6.9 +4.9 = 67.9 7.5 × 1050

RDL 200ms 2590Hz 4 67.5 +8.8 +8.6 +6.3 = 87.0 1.9 × 1051

SGR 1900+14 H1 0.43 - WNB 11ms 100-200Hz 4 3.5 +0.0 +0.4 +0.2 = 3.9 1.4 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.4 1.0 × 1046

GPS 827369976.0 WNB 11ms 100-1000Hz 4 8.7 +0.0 +0.9 +0.3 = 9.6 1.2 × 1048

Mar 26 2006 00:59:22.0 UTC WNB 100ms 100-1000Hz 4 8.1 +0.1 +0.8 +0.2 = 9.0 8.7 × 1047

RDC 200ms 1090Hz 4 12.8 +0.3 +1.3 +0.5 = 14.5 9.2 × 1048

RDC 200ms 1590Hz 4 18.4 +0.7 +1.9 +0.7 = 21.1 4.1 × 1049

RDC 200ms 2090Hz 4 25.1 +2.0 +3.2 +0.8 = 30.4 1.4 × 1050

RDC 200ms 2590Hz 4 31.9 +4.1 +4.1 +1.1 = 40.2 3.9 × 1050

RDL 200ms 1090Hz 4 37.7 +1.1 +3.9 +5.4 = 45.5 9.2 × 1049

RDL 200ms 1590Hz 4 49.0 +2.4 +5.1 +6.6 = 59.8 3.4 × 1050

RDL 200ms 2090Hz 4 70.6 +7.8 +9.0 +7.4 = 90.1 1.3 × 1051

RDL 200ms 2590Hz 4 66.6 +8.7 +8.5 +8.6 = 87.3 1.9 × 1051

SGR 1900+14 L1H1H2 0.55 0.65 WNB 11ms 100-200Hz 4 2.4 +0.0 +0.3 +0.1 = 2.7 6.5 × 1045

WNB 100ms 100-200Hz 4 1.9 +0.0 +0.2 +0.0 = 2.1 3.7 × 1045

GPS 827415018.0 WNB 11ms 100-1000Hz 4 5.1 +0.0 +0.5 +0.2 = 5.7 3.9 × 1047

Mar 26 2006 13:30:04.0 UTC WNB 100ms 100-1000Hz 4 4.6 +0.0 +0.5 +0.1 = 5.2 2.9 × 1047

RDC 200ms 1090Hz 4 7.7 +0.2 +0.8 +0.2 = 8.7 3.3 × 1048
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RDC 200ms 1590Hz 4 11.0 +0.4 +1.1 +0.3 = 12.6 1.5 × 1049

RDC 200ms 2090Hz 4 14.9 +1.2 +1.9 +0.4 = 18.0 5.1 × 1049

RDC 200ms 2590Hz 4 18.0 +2.3 +2.3 +0.5 = 22.7 1.2 × 1050

RDL 200ms 1090Hz 4 23.3 +0.7 +2.4 +2.4 = 27.4 3.4 × 1049

RDL 200ms 1590Hz 4 35.4 +1.8 +3.7 +4.3 = 42.8 1.7 × 1050

RDL 200ms 2090Hz 4 53.0 +5.8 +6.8 +6.3 = 68.0 7.4 × 1050

RDL 200ms 2590Hz 4 55.4 +7.2 +7.1 +5.2 = 71.4 1.3 × 1051

SGR 1900+14 L1H1H2 0.52 0.44 WNB 11ms 100-200Hz 4 3.3 +0.0 +0.3 +0.2 = 3.7 1.2 × 1046

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.1 × 1045

GPS 827427031.0 WNB 11ms 100-1000Hz 4 5.7 +0.0 +0.6 +0.2 = 6.3 4.9 × 1047

Mar 26 2006 16:50:17.0 UTC WNB 100ms 100-1000Hz 4 5.4 +0.1 +0.6 +0.2 = 6.0 3.9 × 1047

RDC 200ms 1090Hz 4 10.1 +0.2 +1.0 +0.3 = 11.4 5.6 × 1048

RDC 200ms 1590Hz 4 14.3 +0.6 +1.5 +0.4 = 16.4 2.5 × 1049

RDC 200ms 2090Hz 4 18.7 +1.5 +2.4 +0.6 = 22.7 8.0 × 1049

RDC 200ms 2590Hz 4 23.6 +3.1 +3.0 +0.8 = 29.8 2.1 × 1050

RDL 200ms 1090Hz 4 24.9 +0.7 +2.6 +1.4 = 28.6 3.7 × 1049

RDL 200ms 1590Hz 4 35.0 +1.7 +3.6 +2.2 = 41.0 1.6 × 1050

RDL 200ms 2090Hz 4 46.9 +5.2 +6.0 +2.7 = 58.7 5.6 × 1050

RDL 200ms 2590Hz 4 59.3 +7.7 +7.6 +3.4 = 75.3 1.4 × 1051

SGR 1900+14 L1H1H2 0.43 0.55 WNB 11ms 100-200Hz 4 3.0 +0.0 +0.3 +0.1 = 3.3 9.7 × 1045

WNB 100ms 100-200Hz 4 2.5 +0.0 +0.3 +0.1 = 2.8 6.6 × 1045

GPS 827542829.0 WNB 11ms 100-1000Hz 4 6.7 +0.0 +0.7 +0.2 = 7.5 6.8 × 1047

Mar 28 2006 01:00:15.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.1 = 7.1 5.5 × 1047

RDC 200ms 1090Hz 4 8.7 +0.2 +0.9 +0.3 = 9.9 4.2 × 1048

RDC 200ms 1590Hz 4 12.7 +0.5 +1.3 +0.4 = 14.5 2.0 × 1049

RDC 200ms 2090Hz 4 17.2 +1.4 +2.2 +0.5 = 20.8 6.8 × 1049

RDC 200ms 2590Hz 4 21.1 +2.7 +2.7 +0.6 = 26.6 1.7 × 1050

RDL 200ms 1090Hz 4 25.9 +0.8 +2.7 +2.4 = 30.2 4.1 × 1049

RDL 200ms 1590Hz 4 32.2 +1.6 +3.3 +4.0 = 39.1 1.4 × 1050

RDL 200ms 2090Hz 4 50.0 +5.5 +6.4 +5.1 = 63.7 6.6 × 1050

RDL 200ms 2590Hz 4 58.4 +7.6 +7.5 +5.6 = 75.3 1.4 × 1051

SGR 1900+14 L1H1H2 0.47 0.64 WNB 11ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.1 8.3 × 1045

WNB 100ms 100-200Hz 4 2.1 +0.0 +0.2 +0.1 = 2.3 4.8 × 1045

GPS 827582256.0 WNB 11ms 100-1000Hz 4 5.9 +0.0 +0.6 +0.2 = 6.5 5.1 × 1047

Mar 28 2006 11:57:22.0 UTC WNB 100ms 100-1000Hz 4 5.4 +0.1 +0.6 +0.1 = 6.1 4.0 × 1047

RDC 200ms 1090Hz 4 8.0 +0.2 +0.8 +0.2 = 9.0 3.5 × 1048

RDC 200ms 1590Hz 4 11.8 +0.5 +1.2 +0.4 = 13.6 1.7 × 1049

RDC 200ms 2090Hz 4 16.1 +1.3 +2.1 +0.5 = 19.5 6.0 × 1049

RDC 200ms 2590Hz 4 19.6 +2.6 +2.5 +0.5 = 24.7 1.5 × 1050

RDL 200ms 1090Hz 4 24.7 +0.7 +2.6 +2.3 = 28.9 3.7 × 1049

RDL 200ms 1590Hz 4 34.9 +1.7 +3.6 +5.6 = 43.3 1.8 × 1050

RDL 200ms 2090Hz 4 40.5 +4.5 +5.2 +6.8 = 53.5 4.6 × 1050

RDL 200ms 2590Hz 4 61.3 +8.0 +7.8 +6.7 = 79.6 1.6 × 1051

SGR 1900+14 L1H1H2 0.47 0.64 WNB 11ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.1 8.6 × 1045

WNB 100ms 100-200Hz 4 2.1 +0.0 +0.2 +0.1 = 2.4 4.9 × 1045

GPS 827582369.0 WNB 11ms 100-1000Hz 4 5.6 +0.0 +0.6 +0.2 = 6.3 4.7 × 1047
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Mar 28 2006 11:59:15.0 UTC WNB 100ms 100-1000Hz 4 5.2 +0.1 +0.5 +0.2 = 5.8 3.7 × 1047

RDC 200ms 1090Hz 4 8.8 +0.2 +0.9 +0.2 = 9.9 4.3 × 1048

RDC 200ms 1590Hz 4 13.2 +0.5 +1.4 +0.3 = 15.2 2.1 × 1049

RDC 200ms 2090Hz 4 17.0 +1.4 +2.2 +0.4 = 20.6 6.8 × 1049

RDC 200ms 2590Hz 4 21.3 +2.8 +2.7 +0.5 = 26.8 1.7 × 1050

RDL 200ms 1090Hz 4 33.1 +1.0 +3.4 +3.6 = 39.1 6.7 × 1049

RDL 200ms 1590Hz 4 41.4 +2.1 +4.3 +4.8 = 49.9 2.3 × 1050

RDL 200ms 2090Hz 4 50.2 +5.5 +6.4 +7.0 = 65.3 6.8 × 1050

RDL 200ms 2590Hz 4 65.3 +8.5 +8.4 +6.5 = 84.4 1.8 × 1051

SGR 1900+14 H1H2 0.17 - WNB 11ms 100-200Hz 4 11.7 +0.0 +1.2 +0.6 = 13.0 1.5 × 1047

WNB 100ms 100-200Hz 4 10.1 +0.0 +1.0 +0.4 = 11.2 1.1 × 1047

GPS 827611902.0 WNB 11ms 100-1000Hz 4 24.0 +0.0 +2.5 +0.6 = 26.6 8.8 × 1048

Mar 28 2006 20:11:28.0 UTC WNB 100ms 100-1000Hz 4 23.3 +0.2 +2.4 +0.5 = 26.0 7.3 × 1048

RDC 200ms 1090Hz 4 32.5 +0.7 +3.4 +1.1 = 36.7 5.8 × 1049

RDC 200ms 1590Hz 4 44.6 +1.8 +4.6 +1.7 = 51.3 2.4 × 1050

RDC 200ms 2090Hz 4 60.0 +4.8 +7.7 +2.3 = 72.7 8.2 × 1050

RDC 200ms 2590Hz 4 77.8 +10.1 +10.0 +2.4 = 98.2 2.3 × 1051

RDL 200ms 1090Hz 4 98.6 +3.0 +10.2 +12.3 = 117.6 6.1 × 1050

RDL 200ms 1590Hz 4 158.6 +7.9 +16.4 +19.3 = 191.8 3.5 × 1051

RDL 200ms 2090Hz 4 186.5 +20.5 +23.9 +21.4 = 239.0 9.3 × 1051

RDL 200ms 2590Hz 4 209.5 +27.2 +26.8 +23.2 = 272.2 1.8 × 1052

SGR 1900+14 H1H2 0.11 - WNB 11ms 100-200Hz 4 16.1 +0.0 +1.7 +0.7 = 18.0 2.8 × 1047

WNB 100ms 100-200Hz 4 13.3 +0.0 +1.4 +0.4 = 14.8 1.9 × 1047

GPS 827613164.0 WNB 11ms 100-1000Hz 4 31.6 +0.0 +3.3 +1.3 = 35.1 1.5 × 1049

Mar 28 2006 20:32:30.0 UTC WNB 100ms 100-1000Hz 4 31.3 +0.3 +3.2 +1.2 = 35.0 1.4 × 1049

RDC 200ms 1090Hz 4 46.1 +0.9 +4.8 +1.5 = 52.0 1.2 × 1050

RDC 200ms 1590Hz 4 67.3 +2.7 +7.0 +1.8 = 77.3 5.5 × 1050

RDC 200ms 2090Hz 4 95.2 +7.6 +12.2 +2.8 = 115.3 2.1 × 1051

RDC 200ms 2590Hz 4 115.6 +15.0 +14.8 +3.1 = 145.7 5.1 × 1051

RDL 200ms 1090Hz 4 131.1 +3.9 +13.6 +14.0 = 154.6 1.0 × 1051

RDL 200ms 1590Hz 4 201.0 +10.1 +20.8 +23.2 = 242.3 5.5 × 1051

RDL 200ms 2090Hz 4 292.7 +32.2 +37.5 +33.4 = 375.1 2.3 × 1052

RDL 200ms 2590Hz 4 341.3 +44.4 +43.7 +49.5 = 451.7 5.0 × 1052

SGR 1900+14 H1H2 0.09 - WNB 11ms 100-200Hz 4 18.7 +0.0 +1.9 +0.8 = 20.8 3.9 × 1047

WNB 100ms 100-200Hz 4 15.7 +0.0 +1.6 +0.4 = 17.4 2.6 × 1047

GPS 827617036.0 WNB 11ms 100-1000Hz 4 37.5 +0.0 +3.9 +1.0 = 41.5 2.2 × 1049

Mar 28 2006 21:37:02.0 UTC WNB 100ms 100-1000Hz 4 35.8 +0.4 +3.7 +0.9 = 40.0 1.7 × 1049

RDC 200ms 1090Hz 4 50.9 +1.0 +5.3 +1.4 = 57.4 1.4 × 1050

RDC 200ms 1590Hz 4 72.3 +2.9 +7.5 +2.4 = 83.1 6.3 × 1050

RDC 200ms 2090Hz 4 99.5 +8.0 +12.7 +3.9 = 120.7 2.3 × 1051

RDC 200ms 2590Hz 4 128.1 +16.7 +16.4 +4.0 = 161.6 6.3 × 1051

RDL 200ms 1090Hz 4 127.8 +3.8 +13.2 +26.6 = 161.3 1.1 × 1051

RDL 200ms 1590Hz 4 193.7 +9.7 +20.1 +24.3 = 234.9 5.2 × 1051

RDL 200ms 2090Hz 4 262.2 +28.8 +33.6 +31.5 = 337.1 1.8 × 1052

RDL 200ms 2590Hz 4 368.6 +47.9 +47.2 +52.7 = 487.2 5.8 × 1052

SGR 1900+14 H1H2 0.32 - WNB 11ms 100-200Hz 4 6.1 +0.0 +0.6 +0.3 = 6.8 4.1 × 1046
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WNB 100ms 100-200Hz 4 5.2 +0.0 +0.5 +0.2 = 5.8 3.0 × 1046

GPS 827622621.0 WNB 11ms 100-1000Hz 4 12.2 +0.0 +1.3 +0.5 = 13.6 2.3 × 1048

Mar 28 2006 23:10:07.0 UTC WNB 100ms 100-1000Hz 4 12.0 +0.1 +1.2 +0.3 = 13.4 2.0 × 1048

RDC 200ms 1090Hz 4 15.4 +0.3 +1.6 +0.5 = 17.3 1.3 × 1049

RDC 200ms 1590Hz 4 23.5 +0.9 +2.4 +0.8 = 27.0 6.7 × 1049

RDC 200ms 2090Hz 4 31.6 +2.5 +4.0 +0.9 = 38.3 2.3 × 1050

RDC 200ms 2590Hz 4 39.7 +5.2 +5.1 +1.3 = 50.1 6.1 × 1050

RDL 200ms 1090Hz 4 43.0 +1.3 +4.5 +5.3 = 51.2 1.2 × 1050

RDL 200ms 1590Hz 4 60.3 +3.0 +6.3 +7.3 = 72.9 5.0 × 1050

RDL 200ms 2090Hz 4 84.0 +9.2 +10.8 +10.5 = 108.3 1.9 × 1051

RDL 200ms 2590Hz 4 119.2 +15.5 +15.3 +11.3 = 153.7 5.9 × 1051

SGR 1900+14 L1H1H2 0.43 0.55 WNB 11ms 100-200Hz 4 3.1 +0.0 +0.3 +0.2 = 3.4 1.1 × 1046

WNB 100ms 100-200Hz 4 2.5 +0.0 +0.3 +0.1 = 2.8 6.6 × 1045

GPS 827628975.0 WNB 11ms 100-1000Hz 4 6.4 +0.0 +0.7 +0.2 = 7.1 6.2 × 1047

Mar 29 2006 00:56:01.0 UTC WNB 100ms 100-1000Hz 4 6.2 +0.1 +0.6 +0.2 = 6.9 5.1 × 1047

RDC 200ms 1090Hz 4 9.7 +0.2 +1.0 +0.3 = 10.9 5.2 × 1048

RDC 200ms 1590Hz 4 13.4 +0.5 +1.4 +0.4 = 15.4 2.2 × 1049

RDC 200ms 2090Hz 4 19.4 +1.6 +2.5 +0.6 = 23.6 8.7 × 1049

RDC 200ms 2590Hz 4 21.8 +2.8 +2.8 +0.7 = 27.5 1.8 × 1050

RDL 200ms 1090Hz 4 26.7 +0.8 +2.8 +3.0 = 31.6 4.5 × 1049

RDL 200ms 1590Hz 4 41.2 +2.1 +4.3 +4.1 = 49.2 2.3 × 1050

RDL 200ms 2090Hz 4 53.1 +5.8 +6.8 +5.9 = 68.0 7.4 × 1050

RDL 200ms 2590Hz 4 63.2 +8.2 +8.1 +7.5 = 82.5 1.6 × 1051

SGR 1900+14 L1H1H2 0.43 0.54 WNB 11ms 100-200Hz 4 3.9 +0.0 +0.4 +0.2 = 4.3 1.7 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.2 × 1045

GPS 827630062.0 WNB 11ms 100-1000Hz 4 6.8 +0.0 +0.7 +0.2 = 7.5 6.8 × 1047

Mar 29 2006 01:14:08.0 UTC WNB 100ms 100-1000Hz 4 6.5 +0.1 +0.7 +0.1 = 7.3 5.8 × 1047

RDC 200ms 1090Hz 4 9.9 +0.2 +1.0 +0.3 = 11.2 5.5 × 1048

RDC 200ms 1590Hz 4 13.9 +0.6 +1.4 +0.4 = 15.9 2.3 × 1049

RDC 200ms 2090Hz 4 18.6 +1.5 +2.4 +0.5 = 22.5 7.9 × 1049

RDC 200ms 2590Hz 4 23.0 +3.0 +2.9 +0.7 = 29.0 2.0 × 1050

RDL 200ms 1090Hz 4 27.5 +0.8 +2.9 +2.9 = 32.4 4.7 × 1049

RDL 200ms 1590Hz 4 44.3 +2.2 +4.6 +3.2 = 52.1 2.6 × 1050

RDL 200ms 2090Hz 4 58.0 +6.4 +7.4 +5.1 = 73.4 8.7 × 1050

RDL 200ms 2590Hz 4 66.0 +8.6 +8.5 +6.6 = 85.4 1.8 × 1051

SGR 1900+14 L1H1H2 0.43 0.54 WNB 11ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.3 × 1045

WNB 100ms 100-200Hz 4 2.3 +0.0 +0.2 +0.1 = 2.6 5.9 × 1045

GPS 827630158.0 WNB 11ms 100-1000Hz 4 6.3 +0.0 +0.7 +0.2 = 7.0 6.0 × 1047

Mar 29 2006 01:15:44.0 UTC WNB 100ms 100-1000Hz 4 5.8 +0.1 +0.6 +0.1 = 6.5 4.6 × 1047

RDC 200ms 1090Hz 4 9.4 +0.2 +1.0 +0.3 = 10.6 4.9 × 1048

RDC 200ms 1590Hz 4 13.3 +0.5 +1.4 +0.4 = 15.3 2.2 × 1049

RDC 200ms 2090Hz 4 18.5 +1.5 +2.4 +0.7 = 22.4 7.9 × 1049

RDC 200ms 2590Hz 4 22.1 +2.9 +2.8 +0.7 = 27.9 1.9 × 1050

RDL 200ms 1090Hz 4 27.6 +0.8 +2.9 +3.1 = 32.7 4.8 × 1049

RDL 200ms 1590Hz 4 36.8 +1.8 +3.8 +3.0 = 43.5 1.8 × 1050

RDL 200ms 2090Hz 4 53.8 +5.9 +6.9 +5.6 = 68.6 7.6 × 1050
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RDL 200ms 2590Hz 4 64.7 +8.4 +8.3 +6.9 = 83.9 1.7 × 1051

SGR 1900+14 L1H1H2 0.43 0.53 WNB 11ms 100-200Hz 4 3.8 +0.0 +0.4 +0.3 = 4.3 1.7 × 1046

WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.1 8.5 × 1045

GPS 827630898.0 WNB 11ms 100-1000Hz 4 7.0 +0.0 +0.7 +0.2 = 7.7 7.3 × 1047

Mar 29 2006 01:28:04.0 UTC WNB 100ms 100-1000Hz 4 6.5 +0.1 +0.7 +0.2 = 7.3 5.7 × 1047

RDC 200ms 1090Hz 4 8.7 +0.2 +0.9 +0.3 = 9.8 4.2 × 1048

RDC 200ms 1590Hz 4 12.6 +0.5 +1.3 +0.5 = 14.5 2.0 × 1049

RDC 200ms 2090Hz 4 17.3 +1.4 +2.2 +0.6 = 21.0 7.0 × 1049

RDC 200ms 2590Hz 4 19.6 +2.5 +2.5 +1.0 = 24.8 1.4 × 1050

RDL 200ms 1090Hz 4 24.7 +0.7 +2.6 +2.3 = 28.9 3.8 × 1049

RDL 200ms 1590Hz 4 31.7 +1.6 +3.3 +3.4 = 38.1 1.4 × 1050

RDL 200ms 2090Hz 4 44.9 +4.9 +5.7 +5.9 = 58.1 5.4 × 1050

RDL 200ms 2590Hz 4 57.8 +7.5 +7.4 +4.9 = 74.2 1.4 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.2 +0.0 +0.3 +0.2 = 3.6 1.2 × 1046

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.4 × 1045

GPS 827635104.0 WNB 11ms 100-1000Hz 4 6.6 +0.0 +0.7 +0.2 = 7.3 6.6 × 1047

Mar 29 2006 02:38:10.0 UTC WNB 100ms 100-1000Hz 4 6.3 +0.1 +0.6 +0.2 = 7.0 5.4 × 1047

RDC 200ms 1090Hz 4 10.1 +0.2 +1.1 +0.3 = 11.5 5.7 × 1048

RDC 200ms 1590Hz 4 14.6 +0.6 +1.5 +0.5 = 16.7 2.6 × 1049

RDC 200ms 2090Hz 4 20.3 +1.6 +2.6 +0.6 = 24.7 9.5 × 1049

RDC 200ms 2590Hz 4 25.2 +3.3 +3.2 +0.9 = 31.8 2.4 × 1050

RDL 200ms 1090Hz 4 29.1 +0.9 +3.0 +2.7 = 34.0 5.2 × 1049

RDL 200ms 1590Hz 4 37.0 +1.8 +3.8 +4.8 = 45.0 1.9 × 1050

RDL 200ms 2090Hz 4 51.3 +5.6 +6.6 +5.5 = 65.5 6.9 × 1050

RDL 200ms 2590Hz 4 72.8 +9.5 +9.3 +6.3 = 93.5 2.1 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.1 +0.0 +0.3 +0.2 = 3.5 1.1 × 1046

WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.1 8.3 × 1045

GPS 827635197.0 WNB 11ms 100-1000Hz 4 6.7 +0.0 +0.7 +0.3 = 7.4 6.7 × 1047

Mar 29 2006 02:39:43.0 UTC WNB 100ms 100-1000Hz 4 6.6 +0.1 +0.7 +0.2 = 7.4 6.0 × 1047

RDC 200ms 1090Hz 4 10.6 +0.2 +1.1 +0.3 = 12.0 6.2 × 1048

RDC 200ms 1590Hz 4 15.1 +0.6 +1.6 +0.4 = 17.3 2.7 × 1049

RDC 200ms 2090Hz 4 20.3 +1.6 +2.6 +0.8 = 24.6 9.4 × 1049

RDC 200ms 2590Hz 4 25.6 +3.3 +3.3 +0.8 = 32.3 2.5 × 1050

RDL 200ms 1090Hz 4 30.6 +0.9 +3.2 +2.6 = 35.6 5.7 × 1049

RDL 200ms 1590Hz 4 39.3 +2.0 +4.1 +5.1 = 47.8 2.2 × 1050

RDL 200ms 2090Hz 4 55.3 +6.1 +7.1 +5.1 = 70.1 8.0 × 1050

RDL 200ms 2590Hz 4 65.4 +8.5 +8.4 +6.0 = 84.1 1.8 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.3 = 3.9 1.4 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 7.8 × 1045

GPS 827635216.0 WNB 11ms 100-1000Hz 4 6.7 +0.0 +0.7 +0.3 = 7.5 7.0 × 1047

Mar 29 2006 02:40:02.0 UTC WNB 100ms 100-1000Hz 4 6.7 +0.1 +0.7 +0.2 = 7.5 6.2 × 1047

RDC 200ms 1090Hz 4 10.5 +0.2 +1.1 +0.4 = 11.9 6.1 × 1048

RDC 200ms 1590Hz 4 15.0 +0.6 +1.6 +0.5 = 17.2 2.7 × 1049

RDC 200ms 2090Hz 4 20.6 +1.6 +2.6 +0.7 = 25.0 9.8 × 1049

RDC 200ms 2590Hz 4 26.1 +3.4 +3.3 +0.8 = 32.9 2.6 × 1050

RDL 200ms 1090Hz 4 29.3 +0.9 +3.0 +2.1 = 33.8 5.1 × 1049
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RDL 200ms 1590Hz 4 44.6 +2.2 +4.6 +4.6 = 53.3 2.7 × 1050

RDL 200ms 2090Hz 4 65.5 +7.2 +8.4 +6.0 = 83.0 1.1 × 1051

RDL 200ms 2590Hz 4 66.4 +8.6 +8.5 +6.1 = 85.5 1.9 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.2 +0.0 +0.3 +0.2 = 3.6 1.2 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 7.7 × 1045

GPS 827635265.0 WNB 11ms 100-1000Hz 4 6.7 +0.0 +0.7 +0.3 = 7.5 7.0 × 1047

Mar 29 2006 02:40:51.0 UTC WNB 100ms 100-1000Hz 4 6.7 +0.1 +0.7 +0.2 = 7.5 6.1 × 1047

RDC 200ms 1090Hz 4 10.7 +0.2 +1.1 +0.4 = 12.0 6.2 × 1048

RDC 200ms 1590Hz 4 15.1 +0.6 +1.6 +0.5 = 17.4 2.7 × 1049

RDC 200ms 2090Hz 4 21.2 +1.7 +2.7 +0.6 = 25.7 1.0 × 1050

RDC 200ms 2590Hz 4 24.7 +3.2 +3.2 +0.9 = 31.2 2.3 × 1050

RDL 200ms 1090Hz 4 27.1 +0.8 +2.8 +2.3 = 31.5 4.4 × 1049

RDL 200ms 1590Hz 4 44.4 +2.2 +4.6 +3.8 = 52.6 2.6 × 1050

RDL 200ms 2090Hz 4 54.4 +6.0 +7.0 +7.2 = 70.4 8.0 × 1050

RDL 200ms 2590Hz 4 74.4 +9.7 +9.5 +7.8 = 96.4 2.3 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.9 +0.0 +0.4 +0.4 = 4.4 1.8 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.4 1.0 × 1046

GPS 827635333.0 WNB 11ms 100-1000Hz 4 7.1 +0.0 +0.7 +0.3 = 7.9 7.9 × 1047

Mar 29 2006 02:41:59.0 UTC WNB 100ms 100-1000Hz 4 6.7 +0.1 +0.7 +0.2 = 7.5 6.1 × 1047

RDC 200ms 1090Hz 4 10.6 +0.2 +1.1 +0.4 = 11.9 6.2 × 1048

RDC 200ms 1590Hz 4 15.0 +0.6 +1.6 +0.5 = 17.3 2.7 × 1049

RDC 200ms 2090Hz 4 19.8 +1.6 +2.5 +0.7 = 24.0 9.0 × 1049

RDC 200ms 2590Hz 4 24.8 +3.2 +3.2 +0.9 = 31.3 2.3 × 1050

RDL 200ms 1090Hz 4 28.1 +0.8 +2.9 +2.4 = 32.7 4.8 × 1049

RDL 200ms 1590Hz 4 38.3 +1.9 +4.0 +3.4 = 45.5 1.9 × 1050

RDL 200ms 2090Hz 4 55.5 +6.1 +7.1 +4.3 = 69.8 7.9 × 1050

RDL 200ms 2590Hz 4 67.9 +8.8 +8.7 +6.9 = 87.8 1.9 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.6 +0.0 +0.4 +0.2 = 4.0 1.4 × 1046

WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.1 8.3 × 1045

GPS 827635345.0 WNB 11ms 100-1000Hz 4 6.5 +0.0 +0.7 +0.3 = 7.2 6.4 × 1047

Mar 29 2006 02:42:11.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.2 = 7.2 5.6 × 1047

RDC 200ms 1090Hz 4 9.8 +0.2 +1.0 +0.4 = 11.0 5.3 × 1048

RDC 200ms 1590Hz 4 14.4 +0.6 +1.5 +0.5 = 16.6 2.5 × 1049

RDC 200ms 2090Hz 4 19.6 +1.6 +2.5 +0.8 = 23.8 8.8 × 1049

RDC 200ms 2590Hz 4 24.7 +3.2 +3.2 +0.9 = 31.2 2.3 × 1050

RDL 200ms 1090Hz 4 25.3 +0.8 +2.6 +1.9 = 29.3 3.9 × 1049

RDL 200ms 1590Hz 4 33.1 +1.7 +3.4 +3.6 = 39.7 1.5 × 1050

RDL 200ms 2090Hz 4 48.2 +5.3 +6.2 +4.8 = 61.3 6.1 × 1050

RDL 200ms 2590Hz 4 60.9 +7.9 +7.8 +5.7 = 78.5 1.5 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.3 +0.0 +0.3 +0.2 = 3.7 1.3 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.0 × 1045

GPS 827635359.0 WNB 11ms 100-1000Hz 4 6.4 +0.0 +0.7 +0.3 = 7.1 6.3 × 1047

Mar 29 2006 02:42:25.0 UTC WNB 100ms 100-1000Hz 4 6.3 +0.1 +0.7 +0.2 = 7.0 5.4 × 1047

RDC 200ms 1090Hz 4 9.8 +0.2 +1.0 +0.4 = 11.1 5.4 × 1048

RDC 200ms 1590Hz 4 14.5 +0.6 +1.5 +0.6 = 16.7 2.6 × 1049

RDC 200ms 2090Hz 4 19.2 +1.5 +2.5 +0.9 = 23.4 8.5 × 1049
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RDC 200ms 2590Hz 4 24.6 +3.2 +3.1 +1.1 = 31.1 2.3 × 1050

RDL 200ms 1090Hz 4 22.1 +0.7 +2.3 +2.6 = 26.3 3.1 × 1049

RDL 200ms 1590Hz 4 32.6 +1.6 +3.4 +3.6 = 39.1 1.5 × 1050

RDL 200ms 2090Hz 4 47.8 +5.3 +6.1 +5.3 = 61.2 6.0 × 1050

RDL 200ms 2590Hz 4 54.8 +7.1 +7.0 +6.2 = 71.3 1.2 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.0 × 1045

GPS 827635404.0 WNB 11ms 100-1000Hz 4 7.9 +0.0 +0.8 +0.3 = 8.8 9.6 × 1047

Mar 29 2006 02:43:10.0 UTC WNB 100ms 100-1000Hz 4 7.4 +0.1 +0.8 +0.2 = 8.2 7.3 × 1047

RDC 200ms 1090Hz 4 11.2 +0.2 +1.2 +0.4 = 12.7 6.9 × 1048

RDC 200ms 1590Hz 4 15.9 +0.6 +1.6 +0.5 = 18.3 3.1 × 1049

RDC 200ms 2090Hz 4 21.7 +1.7 +2.8 +0.6 = 26.3 1.1 × 1050

RDC 200ms 2590Hz 4 26.8 +3.5 +3.4 +0.9 = 33.8 2.7 × 1050

RDL 200ms 1090Hz 4 33.0 +1.0 +3.4 +2.6 = 38.2 6.6 × 1049

RDL 200ms 1590Hz 4 42.8 +2.1 +4.4 +3.8 = 50.7 2.5 × 1050

RDL 200ms 2090Hz 4 62.3 +6.8 +8.0 +5.6 = 78.8 1.0 × 1051

RDL 200ms 2590Hz 4 66.6 +8.7 +8.5 +6.8 = 86.2 1.8 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.3 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.5 +0.0 +0.3 +0.1 = 2.8 7.0 × 1045

GPS 827635419.0 WNB 11ms 100-1000Hz 4 6.9 +0.0 +0.7 +0.3 = 7.7 7.0 × 1047

Mar 29 2006 02:43:25.0 UTC WNB 100ms 100-1000Hz 4 6.6 +0.1 +0.7 +0.2 = 7.4 6.0 × 1047

RDC 200ms 1090Hz 4 10.9 +0.2 +1.1 +0.4 = 12.3 6.6 × 1048

RDC 200ms 1590Hz 4 15.7 +0.6 +1.6 +0.6 = 18.0 3.0 × 1049

RDC 200ms 2090Hz 4 22.0 +1.8 +2.8 +0.7 = 26.6 1.1 × 1050

RDC 200ms 2590Hz 4 27.1 +3.5 +3.5 +0.8 = 34.1 2.8 × 1050

RDL 200ms 1090Hz 4 31.8 +1.0 +3.3 +2.9 = 37.2 6.2 × 1049

RDL 200ms 1590Hz 4 39.3 +2.0 +4.1 +4.7 = 47.5 2.1 × 1050

RDL 200ms 2090Hz 4 60.3 +6.6 +7.7 +5.0 = 76.1 9.4 × 1050

RDL 200ms 2590Hz 4 77.6 +10.1 +9.9 +8.6 = 100.8 2.5 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.5 +0.0 +0.4 +0.3 = 3.9 1.4 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 7.9 × 1045

GPS 827635427.0 WNB 11ms 100-1000Hz 4 7.3 +0.0 +0.8 +0.3 = 8.1 8.0 × 1047

Mar 29 2006 02:43:33.0 UTC WNB 100ms 100-1000Hz 4 7.3 +0.1 +0.8 +0.2 = 8.1 7.2 × 1047

RDC 200ms 1090Hz 4 10.2 +0.2 +1.1 +0.4 = 11.6 5.8 × 1048

RDC 200ms 1590Hz 4 14.1 +0.6 +1.5 +0.5 = 16.2 2.4 × 1049

RDC 200ms 2090Hz 4 20.0 +1.6 +2.6 +0.8 = 24.3 9.3 × 1049

RDC 200ms 2590Hz 4 23.4 +3.0 +3.0 +0.9 = 29.5 2.1 × 1050

RDL 200ms 1090Hz 4 25.7 +0.8 +2.7 +2.3 = 30.0 4.0 × 1049

RDL 200ms 1590Hz 4 33.8 +1.7 +3.5 +4.7 = 41.4 1.6 × 1050

RDL 200ms 2090Hz 4 48.0 +5.3 +6.1 +4.7 = 61.0 6.0 × 1050

RDL 200ms 2590Hz 4 54.5 +7.1 +7.0 +5.0 = 70.2 1.2 × 1051

SGR 1900+14 L1H1H2 0.40 0.47 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.1 8.5 × 1045

GPS 827635439.0 WNB 11ms 100-1000Hz 4 6.8 +0.0 +0.7 +0.3 = 7.5 6.9 × 1047

Mar 29 2006 02:43:45.0 UTC WNB 100ms 100-1000Hz 4 6.1 +0.1 +0.6 +0.2 = 6.8 5.1 × 1047

RDC 200ms 1090Hz 4 10.7 +0.2 +1.1 +0.4 = 12.0 6.3 × 1048
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RDC 200ms 1590Hz 4 14.7 +0.6 +1.5 +0.6 = 16.9 2.6 × 1049

RDC 200ms 2090Hz 4 20.6 +1.7 +2.6 +0.7 = 25.0 9.8 × 1049

RDC 200ms 2590Hz 4 25.0 +3.3 +3.2 +0.9 = 31.6 2.4 × 1050

RDL 200ms 1090Hz 4 31.1 +0.9 +3.2 +2.9 = 36.4 5.9 × 1049

RDL 200ms 1590Hz 4 36.9 +1.8 +3.8 +3.8 = 44.1 1.8 × 1050

RDL 200ms 2090Hz 4 54.9 +6.0 +7.0 +5.6 = 69.9 7.9 × 1050

RDL 200ms 2590Hz 4 62.4 +8.1 +8.0 +6.1 = 80.6 1.6 × 1051

SGR 1900+14 L1H1H2 0.40 0.46 WNB 11ms 100-200Hz 4 3.1 +0.0 +0.3 +0.2 = 3.5 1.1 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 2.9 7.7 × 1045

GPS 827635606.0 WNB 11ms 100-1000Hz 4 7.3 +0.0 +0.8 +0.3 = 8.1 8.0 × 1047

Mar 29 2006 02:46:32.0 UTC WNB 100ms 100-1000Hz 4 7.1 +0.1 +0.7 +0.2 = 8.0 6.9 × 1047

RDC 200ms 1090Hz 4 10.3 +0.2 +1.1 +0.4 = 11.7 5.9 × 1048

RDC 200ms 1590Hz 4 14.7 +0.6 +1.5 +0.5 = 16.9 2.6 × 1049

RDC 200ms 2090Hz 4 20.8 +1.7 +2.7 +0.7 = 25.2 1.0 × 1050

RDC 200ms 2590Hz 4 25.1 +3.3 +3.2 +0.9 = 31.7 2.4 × 1050

RDL 200ms 1090Hz 4 28.8 +0.9 +3.0 +2.5 = 33.5 5.0 × 1049

RDL 200ms 1590Hz 4 38.3 +1.9 +4.0 +4.1 = 45.9 2.0 × 1050

RDL 200ms 2090Hz 4 56.6 +6.2 +7.3 +5.6 = 72.1 8.3 × 1050

RDL 200ms 2590Hz 4 62.6 +8.1 +8.0 +6.2 = 80.9 1.6 × 1051

SGR 1900+14 L1H1H2 0.40 0.46 WNB 11ms 100-200Hz 4 3.2 +0.0 +0.3 +0.2 = 3.7 1.2 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.2 × 1045

GPS 827635638.0 WNB 11ms 100-1000Hz 4 7.8 +0.0 +0.8 +0.3 = 8.7 9.3 × 1047

Mar 29 2006 02:47:04.0 UTC WNB 100ms 100-1000Hz 4 7.4 +0.1 +0.8 +0.3 = 8.3 7.5 × 1047

RDC 200ms 1090Hz 4 10.9 +0.2 +1.1 +0.4 = 12.3 6.5 × 1048

RDC 200ms 1590Hz 4 16.4 +0.7 +1.7 +0.6 = 18.8 3.3 × 1049

RDC 200ms 2090Hz 4 22.1 +1.8 +2.8 +0.7 = 26.7 1.1 × 1050

RDC 200ms 2590Hz 4 28.0 +3.6 +3.6 +0.8 = 35.3 3.0 × 1050

RDL 200ms 1090Hz 4 34.3 +1.0 +3.6 +3.2 = 40.1 7.2 × 1049

RDL 200ms 1590Hz 4 46.2 +2.3 +4.8 +3.2 = 54.3 2.8 × 1050

RDL 200ms 2090Hz 4 63.3 +7.0 +8.1 +5.8 = 80.2 1.0 × 1051

RDL 200ms 2590Hz 4 83.3 +10.8 +10.7 +7.5 = 107.1 2.9 × 1051

SGR 1900+14 L1H1H2 0.40 0.46 WNB 11ms 100-200Hz 4 3.3 +0.0 +0.3 +0.2 = 3.7 1.2 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.0 × 1045

GPS 827635680.0 WNB 11ms 100-1000Hz 4 6.3 +0.0 +0.7 +0.3 = 7.0 6.0 × 1047

Mar 29 2006 02:47:46.0 UTC WNB 100ms 100-1000Hz 4 6.1 +0.1 +0.6 +0.2 = 6.8 5.1 × 1047

RDC 200ms 1090Hz 4 10.7 +0.2 +1.1 +0.4 = 12.0 6.3 × 1048

RDC 200ms 1590Hz 4 14.5 +0.6 +1.5 +0.5 = 16.6 2.5 × 1049

RDC 200ms 2090Hz 4 20.5 +1.6 +2.6 +0.8 = 24.9 9.8 × 1049

RDC 200ms 2590Hz 4 25.2 +3.3 +3.2 +0.9 = 31.8 2.4 × 1050

RDL 200ms 1090Hz 4 28.5 +0.9 +3.0 +2.1 = 32.9 4.8 × 1049

RDL 200ms 1590Hz 4 39.1 +2.0 +4.1 +3.8 = 46.6 2.1 × 1050

RDL 200ms 2090Hz 4 57.3 +6.3 +7.3 +3.3 = 71.7 8.0 × 1050

RDL 200ms 2590Hz 4 64.1 +8.3 +8.2 +5.1 = 82.1 1.7 × 1051

SGR 1900+14 L1H1H2 0.40 0.46 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.3 = 3.9 1.3 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.1 × 1045

GPS 827635740.0 WNB 11ms 100-1000Hz 4 6.8 +0.0 +0.7 +0.3 = 7.6 7.2 × 1047
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Mar 29 2006 02:48:46.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.2 = 7.1 5.5 × 1047

RDC 200ms 1090Hz 4 10.7 +0.2 +1.1 +0.4 = 12.1 6.3 × 1048

RDC 200ms 1590Hz 4 15.6 +0.6 +1.6 +0.5 = 17.9 2.9 × 1049

RDC 200ms 2090Hz 4 21.3 +1.7 +2.7 +0.7 = 25.9 1.1 × 1050

RDC 200ms 2590Hz 4 26.1 +3.4 +3.3 +0.9 = 33.0 2.6 × 1050

RDL 200ms 1090Hz 4 30.8 +0.9 +3.2 +2.6 = 35.8 5.7 × 1049

RDL 200ms 1590Hz 4 43.6 +2.2 +4.5 +3.6 = 51.6 2.5 × 1050

RDL 200ms 2090Hz 4 59.2 +6.5 +7.6 +4.4 = 74.4 9.0 × 1050

RDL 200ms 2590Hz 4 61.8 +8.0 +7.9 +8.3 = 81.4 1.7 × 1051

SGR 1900+14 L1H1H2 0.40 0.46 WNB 11ms 100-200Hz 4 3.8 +0.0 +0.4 +0.3 = 4.2 1.6 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.0 × 1045

GPS 827635756.0 WNB 11ms 100-1000Hz 4 7.4 +0.0 +0.8 +0.3 = 8.2 8.6 × 1047

Mar 29 2006 02:49:02.0 UTC WNB 100ms 100-1000Hz 4 7.1 +0.1 +0.7 +0.2 = 7.9 6.9 × 1047

RDC 200ms 1090Hz 4 11.0 +0.2 +1.1 +0.4 = 12.5 6.7 × 1048

RDC 200ms 1590Hz 4 15.9 +0.6 +1.6 +0.4 = 18.2 3.0 × 1049

RDC 200ms 2090Hz 4 21.5 +1.7 +2.8 +0.6 = 26.1 1.1 × 1050

RDC 200ms 2590Hz 4 25.5 +3.3 +3.3 +0.8 = 32.2 2.5 × 1050

RDL 200ms 1090Hz 4 30.5 +0.9 +3.2 +2.6 = 35.5 5.6 × 1049

RDL 200ms 1590Hz 4 44.8 +2.2 +4.6 +4.0 = 53.2 2.7 × 1050

RDL 200ms 2090Hz 4 59.6 +6.6 +7.6 +4.1 = 74.8 8.9 × 1050

RDL 200ms 2590Hz 4 77.8 +10.1 +10.0 +5.7 = 99.4 2.5 × 1051

SGR 1900+14 L1H1H2 0.40 0.46 WNB 11ms 100-200Hz 4 3.6 +0.0 +0.4 +0.2 = 4.0 1.5 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.1 × 1045

GPS 827635796.0 WNB 11ms 100-1000Hz 4 8.5 +0.0 +0.9 +0.4 = 9.5 1.1 × 1048

Mar 29 2006 02:49:42.0 UTC WNB 100ms 100-1000Hz 4 8.6 +0.1 +0.9 +0.3 = 9.7 1.0 × 1048

RDC 200ms 1090Hz 4 11.3 +0.2 +1.2 +0.4 = 12.8 7.0 × 1048

RDC 200ms 1590Hz 4 15.9 +0.6 +1.7 +0.5 = 18.3 3.1 × 1049

RDC 200ms 2090Hz 4 21.2 +1.7 +2.7 +0.8 = 25.7 1.1 × 1050

RDC 200ms 2590Hz 4 26.6 +3.5 +3.4 +0.8 = 33.5 2.7 × 1050

RDL 200ms 1090Hz 4 27.7 +0.8 +2.9 +2.0 = 32.0 4.7 × 1049

RDL 200ms 1590Hz 4 43.4 +2.2 +4.5 +4.4 = 51.9 2.5 × 1050

RDL 200ms 2090Hz 4 66.5 +7.3 +8.5 +4.3 = 83.4 1.1 × 1051

RDL 200ms 2590Hz 4 72.1 +9.4 +9.2 +7.4 = 93.3 2.1 × 1051

SGR 1900+14 L1H1H2 0.39 0.46 WNB 11ms 100-200Hz 4 3.6 +0.0 +0.4 +0.2 = 4.1 1.5 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 7.8 × 1045

GPS 827635835.0 WNB 11ms 100-1000Hz 4 7.0 +0.0 +0.7 +0.3 = 7.8 7.6 × 1047

Mar 29 2006 02:50:21.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.2 = 7.1 5.5 × 1047

RDC 200ms 1090Hz 4 11.0 +0.2 +1.1 +0.4 = 12.5 6.7 × 1048

RDC 200ms 1590Hz 4 15.9 +0.6 +1.6 +0.4 = 18.2 3.1 × 1049

RDC 200ms 2090Hz 4 21.7 +1.7 +2.8 +0.7 = 26.2 1.1 × 1050

RDC 200ms 2590Hz 4 25.9 +3.4 +3.3 +0.9 = 32.7 2.5 × 1050

RDL 200ms 1090Hz 4 32.6 +1.0 +3.4 +2.0 = 37.5 6.3 × 1049

RDL 200ms 1590Hz 4 39.6 +2.0 +4.1 +3.4 = 46.9 2.1 × 1050

RDL 200ms 2090Hz 4 64.7 +7.1 +8.3 +4.2 = 81.1 1.1 × 1051

RDL 200ms 2590Hz 4 74.9 +9.7 +9.6 +6.6 = 96.2 2.3 × 1051

SGR 1900+14 L1H1H2 0.39 0.46 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.3 = 3.9 1.4 × 1046
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WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.1 8.3 × 1045

GPS 827635885.0 WNB 11ms 100-1000Hz 4 8.0 +0.0 +0.8 +0.3 = 8.9 9.8 × 1047

Mar 29 2006 02:51:11.0 UTC WNB 100ms 100-1000Hz 4 7.4 +0.1 +0.8 +0.2 = 8.3 7.6 × 1047

RDC 200ms 1090Hz 4 10.4 +0.2 +1.1 +0.4 = 11.7 6.0 × 1048

RDC 200ms 1590Hz 4 15.0 +0.6 +1.6 +0.5 = 17.2 2.7 × 1049

RDC 200ms 2090Hz 4 20.7 +1.7 +2.6 +0.7 = 25.1 9.9 × 1049

RDC 200ms 2590Hz 4 25.0 +3.3 +3.2 +1.0 = 31.7 2.4 × 1050

RDL 200ms 1090Hz 4 25.5 +0.8 +2.6 +2.6 = 30.0 4.0 × 1049

RDL 200ms 1590Hz 4 34.1 +1.7 +3.5 +4.1 = 41.2 1.6 × 1050

RDL 200ms 2090Hz 4 51.7 +5.7 +6.6 +4.4 = 65.4 6.9 × 1050

RDL 200ms 2590Hz 4 61.0 +7.9 +7.8 +6.6 = 79.1 1.5 × 1051

SGR 1900+14 L1H1H2 0.39 0.46 WNB 11ms 100-200Hz 7 3.6 +0.0 +0.4 +0.3 = 4.1 1.5 × 1046

WNB 100ms 100-200Hz 7 2.7 +0.0 +0.3 +0.1 = 3.0 7.7 × 1045

GPS 827635902.5 WNB 11ms 100-1000Hz 7 7.9 +0.0 +0.8 +0.3 = 8.8 9.9 × 1047

Mar 29 2006 02:51:28.5 UTC WNB 100ms 100-1000Hz 7 7.5 +0.1 +0.8 +0.3 = 8.4 7.7 × 1047

RDC 200ms 1090Hz 7 12.2 +0.2 +1.3 +0.4 = 13.8 8.3 × 1048

RDC 200ms 1590Hz 7 17.6 +0.7 +1.8 +0.5 = 20.2 3.8 × 1049

RDC 200ms 2090Hz 7 23.9 +1.9 +3.1 +0.7 = 28.9 1.3 × 1050

RDC 200ms 2590Hz 7 29.1 +3.8 +3.7 +0.8 = 36.7 3.3 × 1050

RDL 200ms 1090Hz 7 32.6 +1.0 +3.4 +2.5 = 37.8 6.4 × 1049

RDL 200ms 1590Hz 7 53.7 +2.7 +5.6 +4.1 = 63.3 3.8 × 1050

RDL 200ms 2090Hz 7 72.6 +8.0 +9.3 +5.6 = 91.4 1.4 × 1051

RDL 200ms 2590Hz 7 94.7 +12.3 +12.1 +6.6 = 120.8 3.6 × 1051

SGR 1900+14 L1H1H2 0.39 0.46 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.2 = 3.9 1.4 × 1046

WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.2 8.8 × 1045

GPS 827635956.0 WNB 11ms 100-1000Hz 4 7.0 +0.0 +0.7 +0.3 = 7.8 7.4 × 1047

Mar 29 2006 02:52:22.0 UTC WNB 100ms 100-1000Hz 4 6.6 +0.1 +0.7 +0.2 = 7.4 5.9 × 1047

RDC 200ms 1090Hz 4 10.7 +0.2 +1.1 +0.4 = 12.1 6.4 × 1048

RDC 200ms 1590Hz 4 15.6 +0.6 +1.6 +0.5 = 17.9 2.9 × 1049

RDC 200ms 2090Hz 4 20.4 +1.6 +2.6 +0.7 = 24.7 9.6 × 1049

RDC 200ms 2590Hz 4 25.4 +3.3 +3.2 +1.0 = 32.1 2.4 × 1050

RDL 200ms 1090Hz 4 26.3 +0.8 +2.7 +2.1 = 30.5 4.2 × 1049

RDL 200ms 1590Hz 4 44.4 +2.2 +4.6 +3.1 = 52.2 2.6 × 1050

RDL 200ms 2090Hz 4 59.8 +6.6 +7.7 +4.4 = 75.2 9.2 × 1050

RDL 200ms 2590Hz 4 68.8 +8.9 +8.8 +6.4 = 88.6 1.9 × 1051

SGR 1900+14 L1H1H2 0.39 0.46 WNB 11ms 100-200Hz 4 4.1 +0.0 +0.4 +0.3 = 4.6 1.9 × 1046

WNB 100ms 100-200Hz 4 3.2 +0.0 +0.3 +0.1 = 3.5 1.1 × 1046

GPS 827635971.0 WNB 11ms 100-1000Hz 4 7.2 +0.0 +0.7 +0.2 = 7.9 7.4 × 1047

Mar 29 2006 02:52:37.0 UTC WNB 100ms 100-1000Hz 4 6.9 +0.1 +0.7 +0.2 = 7.7 6.5 × 1047

RDC 200ms 1090Hz 4 10.5 +0.2 +1.1 +0.3 = 11.9 6.1 × 1048

RDC 200ms 1590Hz 4 15.2 +0.6 +1.6 +0.7 = 17.5 2.8 × 1049

RDC 200ms 2090Hz 4 21.2 +1.7 +2.7 +0.7 = 25.7 1.0 × 1050

RDC 200ms 2590Hz 4 26.0 +3.4 +3.3 +0.9 = 32.8 2.6 × 1050

RDL 200ms 1090Hz 4 26.2 +0.8 +2.7 +2.6 = 30.8 4.2 × 1049

RDL 200ms 1590Hz 4 38.1 +1.9 +4.0 +3.6 = 45.4 2.0 × 1050

RDL 200ms 2090Hz 4 55.3 +6.1 +7.1 +5.6 = 70.4 8.0 × 1050
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RDL 200ms 2590Hz 4 66.6 +8.7 +8.5 +7.2 = 86.4 1.8 × 1051

SGR 1900+14 L1H1H2 0.39 0.46 WNB 11ms 100-200Hz 40 4.5 +0.0 +0.5 +0.4 = 5.1 2.3 × 1046

WNB 100ms 100-200Hz 40 3.2 +0.0 +0.3 +0.2 = 3.6 1.1 × 1046

GPS 827636018.0 WNB 11ms 100-1000Hz 40 9.9 +0.0 +1.0 +0.4 = 11.0 1.5 × 1048

Mar 29 2006 02:53:24.0 UTC WNB 100ms 100-1000Hz 40 9.4 +0.1 +1.0 +0.3 = 10.5 1.2 × 1048

RDC 200ms 1090Hz 40 12.5 +0.2 +1.3 +0.4 = 14.1 8.7 × 1048

RDC 200ms 1590Hz 40 17.8 +0.7 +1.8 +0.6 = 20.5 3.9 × 1049

RDC 200ms 2090Hz 40 24.6 +2.0 +3.2 +0.8 = 29.9 1.4 × 1050

RDC 200ms 2590Hz 40 29.9 +3.9 +3.8 +0.9 = 37.7 3.5 × 1050

RDL 200ms 1090Hz 40 38.7 +1.2 +4.0 +3.2 = 44.9 9.0 × 1049

RDL 200ms 1590Hz 40 48.9 +2.4 +5.1 +4.0 = 57.8 3.2 × 1050

RDL 200ms 2090Hz 40 74.8 +8.2 +9.6 +6.3 = 94.5 1.4 × 1051

RDL 200ms 2590Hz 40 86.9 +11.3 +11.1 +7.4 = 111.6 3.1 × 1051

SGR 1900+14 L1H1H2 0.39 0.40 WNB 11ms 100-200Hz 4 4.0 +0.0 +0.4 +0.3 = 4.5 1.8 × 1046

WNB 100ms 100-200Hz 4 3.4 +0.0 +0.3 +0.1 = 3.7 1.2 × 1046

GPS 827641301.0 WNB 11ms 100-1000Hz 4 8.7 +0.0 +0.9 +0.3 = 9.7 1.2 × 1048

Mar 29 2006 04:21:27.0 UTC WNB 100ms 100-1000Hz 4 8.6 +0.1 +0.9 +0.3 = 9.6 1.0 × 1048

RDC 200ms 1090Hz 4 13.5 +0.3 +1.4 +0.4 = 15.3 1.0 × 1049

RDC 200ms 1590Hz 4 20.0 +0.8 +2.1 +0.6 = 23.0 4.8 × 1049

RDC 200ms 2090Hz 4 26.3 +2.1 +3.4 +0.9 = 31.9 1.6 × 1050

RDC 200ms 2590Hz 4 32.9 +4.3 +4.2 +1.2 = 41.6 4.1 × 1050

RDL 200ms 1090Hz 4 30.9 +0.9 +3.2 +2.0 = 35.6 5.7 × 1049

RDL 200ms 1590Hz 4 44.9 +2.2 +4.7 +2.5 = 52.4 2.6 × 1050

RDL 200ms 2090Hz 4 61.5 +6.8 +7.9 +4.2 = 77.1 9.6 × 1050

RDL 200ms 2590Hz 4 75.2 +9.8 +9.6 +5.6 = 96.1 2.3 × 1051

SGR 1900+14 L1H1H2 0.39 0.39 WNB 11ms 100-200Hz 4 3.9 +0.0 +0.4 +0.2 = 4.3 1.7 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.2 × 1045

GPS 827641419.0 WNB 11ms 100-1000Hz 4 7.1 +0.0 +0.7 +0.3 = 7.9 7.6 × 1047

Mar 29 2006 04:23:25.0 UTC WNB 100ms 100-1000Hz 4 7.0 +0.1 +0.7 +0.2 = 7.8 6.6 × 1047

RDC 200ms 1090Hz 4 11.3 +0.2 +1.2 +0.5 = 12.8 7.0 × 1048

RDC 200ms 1590Hz 4 17.0 +0.7 +1.8 +0.6 = 19.6 3.5 × 1049

RDC 200ms 2090Hz 4 22.2 +1.8 +2.8 +0.8 = 27.0 1.1 × 1050

RDC 200ms 2590Hz 4 28.4 +3.7 +3.6 +1.0 = 35.8 3.1 × 1050

RDL 200ms 1090Hz 4 26.1 +0.8 +2.7 +2.1 = 30.3 4.1 × 1049

RDL 200ms 1590Hz 4 34.8 +1.7 +3.6 +2.4 = 40.9 1.6 × 1050

RDL 200ms 2090Hz 4 43.8 +4.8 +5.6 +5.4 = 56.5 5.1 × 1050

RDL 200ms 2590Hz 4 55.5 +7.2 +7.1 +4.5 = 71.1 1.3 × 1051

SGR 1900+14 L1H1H2 0.39 0.39 WNB 11ms 100-200Hz 4 3.8 +0.0 +0.4 +0.3 = 4.3 1.6 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.5 1.0 × 1046

GPS 827641450.0 WNB 11ms 100-1000Hz 4 8.7 +0.0 +0.9 +0.4 = 9.7 1.2 × 1048

Mar 29 2006 04:23:56.0 UTC WNB 100ms 100-1000Hz 4 8.6 +0.1 +0.9 +0.3 = 9.7 1.0 × 1048

RDC 200ms 1090Hz 4 11.6 +0.2 +1.2 +0.6 = 13.1 7.4 × 1048

RDC 200ms 1590Hz 4 17.9 +0.7 +1.9 +0.7 = 20.6 3.9 × 1049

RDC 200ms 2090Hz 4 23.5 +1.9 +3.0 +0.9 = 28.5 1.3 × 1050

RDC 200ms 2590Hz 4 29.4 +3.8 +3.8 +1.1 = 37.1 3.3 × 1050

RDL 200ms 1090Hz 4 25.3 +0.8 +2.6 +2.0 = 29.4 3.9 × 1049
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RDL 200ms 1590Hz 4 35.4 +1.8 +3.7 +2.2 = 41.4 1.6 × 1050

RDL 200ms 2090Hz 4 47.5 +5.2 +6.1 +3.1 = 59.5 5.7 × 1050

RDL 200ms 2590Hz 4 60.7 +7.9 +7.8 +5.3 = 78.0 1.5 × 1051

SGR 1900+14 L1H1H2 0.39 0.39 WNB 11ms 100-200Hz 4 4.6 +0.0 +0.5 +0.3 = 5.2 2.4 × 1046

WNB 100ms 100-200Hz 4 3.6 +0.0 +0.4 +0.1 = 4.0 1.4 × 1046

GPS 827641485.0 WNB 11ms 100-1000Hz 4 7.8 +0.0 +0.8 +0.3 = 8.6 9.0 × 1047

Mar 29 2006 04:24:31.0 UTC WNB 100ms 100-1000Hz 4 7.4 +0.1 +0.8 +0.3 = 8.3 7.5 × 1047

RDC 200ms 1090Hz 4 11.2 +0.2 +1.2 +0.5 = 12.7 6.9 × 1048

RDC 200ms 1590Hz 4 17.3 +0.7 +1.8 +0.6 = 19.8 3.6 × 1049

RDC 200ms 2090Hz 4 23.1 +1.8 +3.0 +0.9 = 28.0 1.2 × 1050

RDC 200ms 2590Hz 4 28.9 +3.8 +3.7 +1.0 = 36.5 3.2 × 1050

RDL 200ms 1090Hz 4 23.4 +0.7 +2.4 +2.6 = 27.6 3.4 × 1049

RDL 200ms 1590Hz 4 34.6 +1.7 +3.6 +2.5 = 40.7 1.6 × 1050

RDL 200ms 2090Hz 4 47.8 +5.3 +6.1 +3.0 = 59.8 5.8 × 1050

RDL 200ms 2590Hz 4 58.3 +7.6 +7.5 +4.1 = 74.4 1.4 × 1051

SGR 1900+14 L1H1H2 0.39 0.39 WNB 11ms 100-200Hz 4 4.6 +0.0 +0.5 +0.3 = 5.2 2.4 × 1046

WNB 100ms 100-200Hz 4 3.4 +0.0 +0.4 +0.1 = 3.8 1.3 × 1046

GPS 827641708.0 WNB 11ms 100-1000Hz 4 8.5 +0.0 +0.9 +0.4 = 9.4 1.1 × 1048

Mar 29 2006 04:28:14.0 UTC WNB 100ms 100-1000Hz 4 8.2 +0.1 +0.9 +0.2 = 9.2 9.2 × 1047

RDC 200ms 1090Hz 4 12.0 +0.2 +1.2 +0.5 = 13.6 8.0 × 1048

RDC 200ms 1590Hz 4 16.7 +0.7 +1.7 +0.6 = 19.1 3.4 × 1049

RDC 200ms 2090Hz 4 23.6 +1.9 +3.0 +0.8 = 28.7 1.3 × 1050

RDC 200ms 2590Hz 4 27.7 +3.6 +3.6 +1.0 = 35.1 3.0 × 1050

RDL 200ms 1090Hz 4 26.1 +0.8 +2.7 +1.6 = 30.0 4.0 × 1049

RDL 200ms 1590Hz 4 37.1 +1.9 +3.8 +2.4 = 43.5 1.8 × 1050

RDL 200ms 2090Hz 4 45.4 +5.0 +5.8 +3.0 = 56.9 5.2 × 1050

RDL 200ms 2590Hz 4 59.8 +7.8 +7.7 +4.6 = 76.5 1.5 × 1051

SGR 1900+14 L1H1H2 0.39 0.39 WNB 11ms 100-200Hz 4 5.0 +0.0 +0.5 +0.3 = 5.6 2.8 × 1046

WNB 100ms 100-200Hz 4 3.4 +0.0 +0.4 +0.1 = 3.8 1.3 × 1046

GPS 827642105.0 WNB 11ms 100-1000Hz 4 7.9 +0.0 +0.8 +0.3 = 8.8 9.3 × 1047

Mar 29 2006 04:34:51.0 UTC WNB 100ms 100-1000Hz 4 7.4 +0.1 +0.8 +0.3 = 8.3 7.6 × 1047

RDC 200ms 1090Hz 4 12.7 +0.3 +1.3 +0.4 = 14.3 8.9 × 1048

RDC 200ms 1590Hz 4 18.1 +0.7 +1.9 +0.5 = 20.8 4.0 × 1049

RDC 200ms 2090Hz 4 24.9 +2.0 +3.2 +0.9 = 30.2 1.4 × 1050

RDC 200ms 2590Hz 4 31.7 +4.1 +4.1 +1.1 = 40.1 3.8 × 1050

RDL 200ms 1090Hz 4 27.7 +0.8 +2.9 +1.6 = 31.8 4.5 × 1049

RDL 200ms 1590Hz 4 40.0 +2.0 +4.1 +2.5 = 46.8 2.1 × 1050

RDL 200ms 2090Hz 4 55.8 +6.1 +7.1 +3.2 = 69.7 7.9 × 1050

RDL 200ms 2590Hz 4 64.9 +8.4 +8.3 +3.6 = 82.3 1.7 × 1051

SGR 1900+14 L1H1H2 0.39 0.39 WNB 11ms 100-200Hz 4 4.2 +0.0 +0.4 +0.4 = 4.8 2.1 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.5 1.1 × 1046

GPS 827642132.0 WNB 11ms 100-1000Hz 4 7.7 +0.0 +0.8 +0.3 = 8.6 8.9 × 1047

Mar 29 2006 04:35:18.0 UTC WNB 100ms 100-1000Hz 4 7.5 +0.1 +0.8 +0.2 = 8.4 7.8 × 1047

RDC 200ms 1090Hz 4 13.1 +0.3 +1.4 +0.4 = 14.8 9.6 × 1048

RDC 200ms 1590Hz 4 19.2 +0.8 +2.0 +0.7 = 22.1 4.4 × 1049

RDC 200ms 2090Hz 4 25.7 +2.1 +3.3 +0.7 = 31.2 1.5 × 1050
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RDC 200ms 2590Hz 4 31.8 +4.1 +4.1 +1.1 = 40.2 3.9 × 1050

RDL 200ms 1090Hz 4 31.0 +0.9 +3.2 +2.0 = 35.8 5.7 × 1049

RDL 200ms 1590Hz 4 43.7 +2.2 +4.5 +2.6 = 51.1 2.5 × 1050

RDL 200ms 2090Hz 4 56.4 +6.2 +7.2 +3.0 = 70.5 8.1 × 1050

RDL 200ms 2590Hz 4 73.3 +9.5 +9.4 +3.8 = 93.0 2.2 × 1051

SGR 1900+14 L1H1H2 0.39 0.39 WNB 11ms 100-200Hz 4 4.1 +0.0 +0.4 +0.2 = 4.5 1.8 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.5 1.1 × 1046

GPS 827642400.0 WNB 11ms 100-1000Hz 4 9.3 +0.0 +1.0 +0.4 = 10.4 1.4 × 1048

Mar 29 2006 04:39:46.0 UTC WNB 100ms 100-1000Hz 4 9.0 +0.1 +0.9 +0.3 = 10.0 1.1 × 1048

RDC 200ms 1090Hz 4 13.5 +0.3 +1.4 +0.5 = 15.3 1.0 × 1049

RDC 200ms 1590Hz 4 19.4 +0.8 +2.0 +0.6 = 22.3 4.5 × 1049

RDC 200ms 2090Hz 4 26.2 +2.1 +3.4 +0.9 = 31.8 1.6 × 1050

RDC 200ms 2590Hz 4 31.8 +4.1 +4.1 +1.1 = 40.2 3.9 × 1050

RDL 200ms 1090Hz 4 29.7 +0.9 +3.1 +1.7 = 34.1 5.2 × 1049

RDL 200ms 1590Hz 4 42.0 +2.1 +4.4 +2.8 = 49.3 2.3 × 1050

RDL 200ms 2090Hz 4 54.7 +6.0 +7.0 +2.9 = 68.3 7.6 × 1050

RDL 200ms 2590Hz 4 66.3 +8.6 +8.5 +4.4 = 84.4 1.8 × 1051

SGR 1900+14 H1H2 0.38 - WNB 11ms 100-200Hz 4 4.9 +0.0 +0.5 +0.3 = 5.5 2.7 × 1046

WNB 100ms 100-200Hz 4 4.2 +0.0 +0.4 +0.2 = 4.7 2.0 × 1046

GPS 827647356.0 WNB 11ms 100-1000Hz 4 11.3 +0.0 +1.2 +0.4 = 12.5 2.0 × 1048

Mar 29 2006 06:02:22.0 UTC WNB 100ms 100-1000Hz 4 11.0 +0.1 +1.1 +0.3 = 12.3 1.7 × 1048

RDC 200ms 1090Hz 4 14.0 +0.3 +1.5 +0.4 = 15.8 1.1 × 1049

RDC 200ms 1590Hz 4 20.7 +0.8 +2.1 +0.8 = 23.8 5.2 × 1049

RDC 200ms 2090Hz 4 29.4 +2.4 +3.8 +0.9 = 35.6 2.0 × 1050

RDC 200ms 2590Hz 4 35.6 +4.6 +4.6 +1.2 = 45.0 4.8 × 1050

RDL 200ms 1090Hz 4 41.2 +1.2 +4.3 +6.1 = 49.9 1.1 × 1050

RDL 200ms 1590Hz 4 66.9 +3.3 +6.9 +11.9 = 84.1 6.8 × 1050

RDL 200ms 2090Hz 4 87.2 +9.6 +11.2 +11.3 = 112.7 2.0 × 1051

RDL 200ms 2590Hz 4 111.6 +14.5 +14.3 +13.9 = 146.1 5.2 × 1051

SGR 1900+14 H1H2 0.25 - WNB 11ms 100-200Hz 4 7.6 +0.0 +0.8 +0.5 = 8.5 6.5 × 1046

WNB 100ms 100-200Hz 4 6.4 +0.0 +0.7 +0.2 = 7.1 4.4 × 1046

GPS 827654252.0 WNB 11ms 100-1000Hz 4 15.7 +0.0 +1.6 +0.6 = 17.4 3.7 × 1048

Mar 29 2006 07:57:18.0 UTC WNB 100ms 100-1000Hz 4 15.2 +0.2 +1.6 +0.5 = 17.0 3.3 × 1048

RDC 200ms 1090Hz 4 23.4 +0.5 +2.4 +0.7 = 26.4 3.0 × 1049

RDC 200ms 1590Hz 4 33.7 +1.3 +3.5 +1.0 = 38.7 1.4 × 1050

RDC 200ms 2090Hz 4 43.8 +3.5 +5.6 +1.6 = 53.1 4.3 × 1050

RDC 200ms 2590Hz 4 57.2 +7.4 +7.3 +1.9 = 72.2 1.2 × 1051

RDL 200ms 1090Hz 4 72.7 +2.2 +7.5 +9.7 = 87.2 3.3 × 1050

RDL 200ms 1590Hz 4 105.2 +5.3 +10.9 +17.3 = 130.9 1.7 × 1051

RDL 200ms 2090Hz 4 135.6 +14.9 +17.4 +19.4 = 176.6 5.1 × 1051

RDL 200ms 2590Hz 4 199.9 +26.0 +25.6 +26.0 = 262.4 1.7 × 1052

SGR 1900+14 H1H2 0.24 - WNB 11ms 100-200Hz 4 6.9 +0.0 +0.7 +0.4 = 7.8 5.4 × 1046

WNB 100ms 100-200Hz 4 6.1 +0.0 +0.6 +0.3 = 6.8 3.9 × 1046

GPS 827654436.0 WNB 11ms 100-1000Hz 4 16.5 +0.0 +1.7 +0.6 = 18.3 4.0 × 1048

Mar 29 2006 08:00:22.0 UTC WNB 100ms 100-1000Hz 4 16.5 +0.2 +1.7 +0.5 = 18.5 3.8 × 1048

RDC 200ms 1090Hz 4 20.9 +0.4 +2.2 +0.7 = 23.6 2.4 × 1049
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RDC 200ms 1590Hz 4 31.2 +1.2 +3.2 +1.2 = 35.9 1.2 × 1050

RDC 200ms 2090Hz 4 42.2 +3.4 +5.4 +1.5 = 51.2 4.1 × 1050

RDC 200ms 2590Hz 4 53.3 +6.9 +6.8 +1.7 = 67.3 1.1 × 1051

RDL 200ms 1090Hz 4 64.8 +1.9 +6.7 +9.1 = 78.0 2.7 × 1050

RDL 200ms 1590Hz 4 78.9 +3.9 +8.2 +10.6 = 96.2 8.8 × 1050

RDL 200ms 2090Hz 4 130.2 +14.3 +16.7 +18.2 = 169.2 4.6 × 1051

RDL 200ms 2590Hz 4 145.6 +18.9 +18.6 +16.6 = 189.5 9.0 × 1051

SGR 1900+14 L1H1H2 0.50 0.65 WNB 11ms 100-200Hz 4 2.7 +0.0 +0.3 +0.2 = 3.0 8.3 × 1045

WNB 100ms 100-200Hz 4 2.1 +0.0 +0.2 +0.1 = 2.3 4.7 × 1045

GPS 827670005.0 WNB 11ms 100-1000Hz 4 5.7 +0.0 +0.6 +0.2 = 6.3 4.7 × 1047

Mar 29 2006 12:19:51.0 UTC WNB 100ms 100-1000Hz 4 5.2 +0.1 +0.5 +0.2 = 5.8 3.6 × 1047

RDC 200ms 1090Hz 4 8.8 +0.2 +0.9 +0.2 = 9.9 4.2 × 1048

RDC 200ms 1590Hz 4 12.7 +0.5 +1.3 +0.4 = 14.5 2.0 × 1049

RDC 200ms 2090Hz 4 16.7 +1.3 +2.1 +0.5 = 20.3 6.5 × 1049

RDC 200ms 2590Hz 4 19.7 +2.6 +2.5 +0.6 = 24.9 1.5 × 1050

RDL 200ms 1090Hz 4 25.8 +0.8 +2.7 +3.4 = 30.9 4.2 × 1049

RDL 200ms 1590Hz 4 40.4 +2.0 +4.2 +4.9 = 48.8 2.3 × 1050

RDL 200ms 2090Hz 4 65.5 +7.2 +8.4 +6.6 = 83.4 1.1 × 1051

RDL 200ms 2590Hz 4 54.2 +7.0 +6.9 +6.8 = 70.9 1.2 × 1051

SGR 1806−20 L1H1H2 0.46 0.23 WNB 11ms 100-200Hz 4 4.4 +0.0 +0.5 +0.3 = 5.0 2.2 × 1046

WNB 100ms 100-200Hz 4 3.7 +0.0 +0.4 +0.2 = 4.1 1.5 × 1046

GPS 828075510.0 WNB 11ms 100-1000Hz 4 9.7 +0.0 +1.0 +0.4 = 10.8 1.5 × 1048

Apr 03 2006 04:58:16.0 UTC WNB 100ms 100-1000Hz 4 9.1 +0.1 +0.9 +0.3 = 10.2 1.1 × 1048

RDC 200ms 1090Hz 4 15.2 +0.3 +1.6 +0.5 = 17.2 1.3 × 1049

RDC 200ms 1590Hz 4 21.2 +0.8 +2.2 +0.8 = 24.4 5.5 × 1049

RDC 200ms 2090Hz 4 28.6 +2.3 +3.7 +1.0 = 34.6 1.9 × 1050

RDC 200ms 2590Hz 4 36.4 +4.7 +4.7 +1.1 = 46.0 5.0 × 1050

RDL 200ms 1090Hz 4 32.4 +1.0 +3.4 +2.2 = 37.4 6.3 × 1049

RDL 200ms 1590Hz 4 45.4 +2.3 +4.7 +3.7 = 53.7 2.7 × 1050

RDL 200ms 2090Hz 4 63.9 +7.0 +8.2 +4.1 = 80.1 1.0 × 1051

RDL 200ms 2590Hz 4 81.6 +10.6 +10.4 +5.9 = 104.2 2.7 × 1051

SGR 1900+14 H1H2 0.43 - WNB 11ms 100-200Hz 4 4.7 +0.0 +0.5 +0.4 = 5.3 2.5 × 1046

WNB 100ms 100-200Hz 4 4.1 +0.0 +0.4 +0.2 = 4.6 1.8 × 1046

GPS 828231842.0 WNB 11ms 100-1000Hz 4 8.6 +0.0 +0.9 +0.3 = 9.5 1.1 × 1048

Apr 05 2006 00:23:48.0 UTC WNB 100ms 100-1000Hz 4 8.4 +0.1 +0.9 +0.3 = 9.4 9.5 × 1047

RDC 200ms 1090Hz 4 12.4 +0.2 +1.3 +0.4 = 14.0 8.6 × 1048

RDC 200ms 1590Hz 4 17.8 +0.7 +1.8 +0.6 = 20.4 3.8 × 1049

RDC 200ms 2090Hz 4 25.4 +2.0 +3.3 +0.8 = 30.8 1.5 × 1050

RDC 200ms 2590Hz 4 32.0 +4.2 +4.1 +1.1 = 40.4 3.9 × 1050

RDL 200ms 1090Hz 4 38.3 +1.1 +4.0 +4.7 = 45.6 9.3 × 1049

RDL 200ms 1590Hz 4 52.0 +2.6 +5.4 +6.5 = 63.0 3.8 × 1050

RDL 200ms 2090Hz 4 63.0 +6.9 +8.1 +8.8 = 81.9 1.1 × 1051

RDL 200ms 2590Hz 4 102.4 +13.3 +13.1 +13.5 = 134.6 4.4 × 1051

SGR 1900+14 H2 0.32 - WNB 11ms 100-200Hz 4 12.4 +0.0 +1.1 +1.0 = 13.9 1.7 × 1047

WNB 100ms 100-200Hz 4 10.0 +0.0 +0.9 +0.4 = 11.0 1.0 × 1047

GPS 828254625.0 WNB 11ms 100-1000Hz 4 21.7 +0.0 +2.0 +0.9 = 23.9 7.3 × 1048
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Apr 05 2006 06:43:31.0 UTC WNB 100ms 100-1000Hz 4 21.2 +0.2 +2.0 +0.8 = 23.5 6.1 × 1048

RDC 200ms 1090Hz 4 27.0 +0.5 +2.5 +0.7 = 30.1 3.9 × 1049

RDC 200ms 1590Hz 4 43.0 +1.7 +4.0 +1.5 = 49.0 2.2 × 1050

RDC 200ms 2090Hz 4 59.0 +4.7 +4.5 +2.0 = 68.7 7.3 × 1050

RDC 200ms 2590Hz 4 76.6 +10.0 +5.9 +2.5 = 92.9 2.1 × 1051

RDL 200ms 1090Hz 4 83.4 +2.5 +7.7 +11.1 = 99.4 4.4 × 1050

RDL 200ms 1590Hz 4 124.4 +6.2 +11.5 +15.1 = 149.6 2.1 × 1051

RDL 200ms 2090Hz 4 154.7 +17.0 +11.9 +22.7 = 197.3 6.3 × 1051

RDL 200ms 2590Hz 4 254.4 +33.1 +19.5 +33.1 = 325.9 2.7 × 1052

SGR 1806−20 H2 0.39 - WNB 11ms 100-200Hz 4 8.8 +0.0 +0.8 +0.7 = 9.9 8.8 × 1046

WNB 100ms 100-200Hz 4 7.2 +0.0 +0.7 +0.3 = 8.0 5.6 × 1046

GPS 828478692.0 WNB 11ms 100-1000Hz 4 16.6 +0.0 +1.5 +0.6 = 18.3 4.1 × 1048

Apr 07 2006 20:57:58.0 UTC WNB 100ms 100-1000Hz 4 16.3 +0.2 +1.5 +0.5 = 18.0 3.6 × 1048

RDC 200ms 1090Hz 4 20.6 +0.4 +1.9 +0.8 = 23.1 2.3 × 1049

RDC 200ms 1590Hz 4 29.8 +1.2 +2.7 +1.1 = 34.0 1.1 × 1050

RDC 200ms 2090Hz 4 39.4 +3.2 +3.0 +1.8 = 46.1 3.3 × 1050

RDC 200ms 2590Hz 4 54.3 +7.1 +4.2 +2.0 = 65.9 1.1 × 1051

RDL 200ms 1090Hz 4 47.8 +1.4 +4.4 +6.2 = 56.8 1.4 × 1050

RDL 200ms 1590Hz 4 75.5 +3.8 +7.0 +13.0 = 94.0 8.1 × 1050

RDL 200ms 2090Hz 4 95.8 +10.5 +7.4 +11.7 = 120.1 2.3 × 1051

RDL 200ms 2590Hz 4 116.9 +15.2 +9.0 +17.9 = 152.2 5.8 × 1051

SGR 1900+14 H1H2 0.21 - WNB 11ms 100-200Hz 4 9.3 +0.0 +1.0 +0.8 = 10.5 9.8 × 1046

WNB 100ms 100-200Hz 4 7.3 +0.0 +0.8 +0.3 = 8.1 5.7 × 1046

GPS 828866712.0 WNB 11ms 100-1000Hz 4 19.1 +0.0 +2.0 +0.7 = 21.3 5.6 × 1048

Apr 12 2006 08:44:58.0 UTC WNB 100ms 100-1000Hz 4 17.7 +0.2 +1.8 +0.6 = 19.8 4.3 × 1048

RDC 200ms 1090Hz 4 24.3 +0.5 +2.5 +1.0 = 27.5 3.3 × 1049

RDC 200ms 1590Hz 4 35.5 +1.4 +3.7 +1.2 = 40.8 1.5 × 1050

RDC 200ms 2090Hz 4 46.5 +3.7 +6.0 +1.7 = 56.5 5.0 × 1050

RDC 200ms 2590Hz 4 60.0 +7.8 +7.7 +2.5 = 75.9 1.4 × 1051

RDL 200ms 1090Hz 4 74.4 +2.2 +7.7 +10.8 = 89.9 3.6 × 1050

RDL 200ms 1590Hz 4 93.5 +4.7 +9.7 +14.8 = 115.9 1.2 × 1051

RDL 200ms 2090Hz 4 133.4 +14.7 +17.1 +25.4 = 178.6 5.4 × 1051

RDL 200ms 2590Hz 4 154.3 +20.1 +19.7 +26.8 = 207.6 1.1 × 1052

SGR 1806−20 L1H1 0.60 0.48 WNB 11ms 100-200Hz 4 3.3 +0.0 +0.3 +0.3 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.3 × 1045

GPS 829705603.0 WNB 11ms 100-1000Hz 4 7.4 +0.0 +0.8 +0.3 = 8.2 8.2 × 1047

Apr 22 2006 01:46:29.0 UTC WNB 100ms 100-1000Hz 4 7.0 +0.1 +0.7 +0.2 = 7.8 6.7 × 1047

RDC 200ms 1090Hz 4 8.7 +0.2 +0.9 +0.3 = 9.8 4.2 × 1048

RDC 200ms 1590Hz 4 12.9 +0.5 +1.3 +0.4 = 14.8 2.0 × 1049

RDC 200ms 2090Hz 4 16.8 +1.3 +2.2 +0.5 = 20.4 6.7 × 1049

RDC 200ms 2590Hz 4 21.7 +2.8 +2.8 +0.8 = 27.5 1.8 × 1050

RDL 200ms 1090Hz 4 25.5 +0.8 +2.6 +2.6 = 30.0 4.0 × 1049

RDL 200ms 1590Hz 4 36.5 +1.8 +3.8 +3.1 = 43.2 1.7 × 1050

RDL 200ms 2090Hz 4 50.3 +5.5 +6.4 +5.3 = 64.2 6.7 × 1050

RDL 200ms 2590Hz 4 59.4 +7.7 +7.6 +5.2 = 76.4 1.4 × 1051

SGR 1900+14 H1H2 0.45 - WNB 11ms 100-200Hz 4 4.1 +0.0 +0.4 +0.3 = 4.6 1.9 × 1046

Continued on next page



265

Table D.1 – continued from previous page

trigger detector FH1
rms FL1

rms type o.s. h90%
rss [10−22 strain · Hz−

1
2 ] E90%

GW [erg]

WNB 100ms 100-200Hz 4 3.3 +0.0 +0.3 +0.1 = 3.6 1.2 × 1046

GPS 833957595.0 WNB 11ms 100-1000Hz 4 8.4 +0.0 +0.9 +0.3 = 9.4 1.1 × 1048

Jun 10 2006 06:53:01.0 UTC WNB 100ms 100-1000Hz 4 8.1 +0.1 +0.8 +0.3 = 9.1 9.0 × 1047

RDC 200ms 1090Hz 4 12.1 +0.2 +1.3 +0.5 = 13.7 8.1 × 1048

RDC 200ms 1590Hz 4 16.7 +0.7 +1.7 +0.6 = 19.2 3.4 × 1049

RDC 200ms 2090Hz 4 23.4 +1.9 +3.0 +0.8 = 28.3 1.3 × 1050

RDC 200ms 2590Hz 4 29.1 +3.8 +3.7 +0.9 = 36.7 3.3 × 1050

RDL 200ms 1090Hz 4 37.2 +1.1 +3.9 +4.5 = 44.2 8.7 × 1049

RDL 200ms 1590Hz 4 48.1 +2.4 +5.0 +5.5 = 58.0 3.2 × 1050

RDL 200ms 2090Hz 4 62.0 +6.8 +7.9 +9.0 = 80.9 1.0 × 1051

RDL 200ms 2590Hz 4 80.0 +10.4 +10.2 +12.8 = 106.8 2.8 × 1051

SGR 1806−20 L1 - 0.47 WNB 11ms 100-200Hz 4 3.5 +0.0 +0.3 +0.3 = 3.9 1.3 × 1046

WNB 100ms 100-200Hz 4 3.3 +0.0 +0.3 +0.1 = 3.6 1.1 × 1046

GPS 837227644.6 WNB 11ms 100-1000Hz 4 7.6 +0.0 +0.6 +0.3 = 8.2 8.3 × 1047

Jul 18 2006 03:13:50.6 UTC WNB 100ms 100-1000Hz 4 7.7 +0.1 +0.6 +0.3 = 8.4 7.6 × 1047

RDC 200ms 1090Hz 4 14.4 +0.3 +1.1 +0.5 = 15.8 1.1 × 1049

RDC 200ms 1590Hz 4 20.6 +0.8 +1.6 +0.7 = 23.2 4.9 × 1049

RDC 200ms 2090Hz 4 26.4 +2.1 +2.0 +0.8 = 30.7 1.5 × 1050

RDC 200ms 2590Hz 4 33.4 +4.3 +2.6 +1.1 = 40.5 3.9 × 1050

RDL 200ms 1090Hz 4 42.0 +1.3 +3.2 +4.6 = 48.8 1.1 × 1050

RDL 200ms 1590Hz 4 66.7 +3.3 +5.1 +12.2 = 83.2 6.4 × 1050

RDL 200ms 2090Hz 4 95.4 +10.5 +7.3 +9.3 = 117.7 2.2 × 1051

RDL 200ms 2590Hz 4 89.7 +11.7 +6.9 +11.9 = 115.0 3.3 × 1051

SGR 1806−20 L1 - 0.47 WNB 11ms 100-200Hz 4 3.6 +0.0 +0.3 +0.2 = 4.0 1.4 × 1046

WNB 100ms 100-200Hz 4 3.2 +0.0 +0.2 +0.1 = 3.5 1.1 × 1046

GPS 837227760.0 WNB 11ms 100-1000Hz 4 8.2 +0.0 +0.6 +0.3 = 8.9 1.0 × 1048

Jul 18 2006 03:15:46.0 UTC WNB 100ms 100-1000Hz 4 8.2 +0.1 +0.6 +0.3 = 9.0 8.9 × 1047

RDC 200ms 1090Hz 4 13.6 +0.3 +1.0 +0.4 = 15.0 9.9 × 1048

RDC 200ms 1590Hz 4 20.1 +0.8 +1.5 +0.6 = 22.6 4.7 × 1049

RDC 200ms 2090Hz 4 25.8 +2.1 +2.0 +0.8 = 30.1 1.4 × 1050

RDC 200ms 2590Hz 4 32.0 +4.2 +2.5 +1.1 = 38.8 3.6 × 1050

RDL 200ms 1090Hz 4 41.7 +1.3 +3.2 +5.4 = 49.2 1.1 × 1050

RDL 200ms 1590Hz 4 57.4 +2.9 +4.4 +6.7 = 68.3 4.4 × 1050

RDL 200ms 2090Hz 4 68.4 +7.5 +5.3 +9.3 = 86.6 1.2 × 1051

RDL 200ms 2590Hz 4 91.3 +11.9 +7.0 +13.6 = 118.4 3.3 × 1051

SGR 1806−20 L1H1H2 0.62 0.67 WNB 11ms 100-200Hz 4 2.1 +0.0 +0.2 +0.1 = 2.3 4.8 × 1045

WNB 100ms 100-200Hz 4 1.7 +0.0 +0.2 +0.1 = 1.8 2.9 × 1045

GPS 837537070.6 WNB 11ms 100-1000Hz 4 4.1 +0.0 +0.4 +0.2 = 4.6 2.6 × 1047

Jul 21 2006 17:10:56.6 UTC WNB 100ms 100-1000Hz 4 4.0 +0.0 +0.4 +0.1 = 4.5 2.1 × 1047

RDC 200ms 1090Hz 4 7.2 +0.1 +0.7 +0.2 = 8.1 2.9 × 1048

RDC 200ms 1590Hz 4 10.2 +0.4 +1.1 +0.4 = 11.7 1.3 × 1049

RDC 200ms 2090Hz 4 13.6 +1.1 +1.7 +0.4 = 16.5 4.3 × 1049

RDC 200ms 2590Hz 4 17.1 +2.2 +2.2 +0.6 = 21.6 1.1 × 1050

RDL 200ms 1090Hz 4 25.5 +0.8 +2.6 +2.9 = 30.2 4.0 × 1049

RDL 200ms 1590Hz 4 30.5 +1.5 +3.2 +3.1 = 36.5 1.3 × 1050

RDL 200ms 2090Hz 4 41.0 +4.5 +5.3 +5.3 = 53.0 4.5 × 1050
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RDL 200ms 2590Hz 4 57.1 +7.4 +7.3 +6.6 = 74.4 1.4 × 1051

SGR 1806−20 L1H1H2 0.37 0.48 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.2 = 3.9 1.3 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.0 × 1045

GPS 837921035.0 WNB 11ms 100-1000Hz 4 7.5 +0.0 +0.8 +0.3 = 8.3 8.7 × 1047

Jul 26 2006 03:50:21.0 UTC WNB 100ms 100-1000Hz 4 6.9 +0.1 +0.7 +0.2 = 7.7 6.5 × 1047

RDC 200ms 1090Hz 4 11.9 +0.2 +1.2 +0.3 = 13.4 7.8 × 1048

RDC 200ms 1590Hz 4 16.5 +0.7 +1.7 +0.5 = 18.9 3.3 × 1049

RDC 200ms 2090Hz 4 22.0 +1.8 +2.8 +0.6 = 26.7 1.1 × 1050

RDC 200ms 2590Hz 4 27.3 +3.6 +3.5 +0.7 = 34.4 2.8 × 1050

RDL 200ms 1090Hz 4 36.8 +1.1 +3.8 +3.6 = 43.2 8.3 × 1049

RDL 200ms 1590Hz 4 48.5 +2.4 +5.0 +5.6 = 58.5 3.2 × 1050

RDL 200ms 2090Hz 4 71.6 +7.9 +9.2 +6.8 = 91.0 1.3 × 1051

RDL 200ms 2590Hz 4 78.1 +10.2 +10.0 +9.9 = 102.3 2.6 × 1051

SGR 1806−20 L1H1H2 0.33 0.33 WNB 11ms 100-200Hz 4 4.6 +0.0 +0.5 +0.2 = 5.2 2.4 × 1046

WNB 100ms 100-200Hz 4 3.5 +0.0 +0.4 +0.1 = 3.9 1.3 × 1046

GPS 838110110.7 WNB 11ms 100-1000Hz 4 11.3 +0.0 +1.2 +0.5 = 12.6 2.0 × 1048

Jul 28 2006 08:21:36.7 UTC WNB 100ms 100-1000Hz 4 10.4 +0.1 +1.1 +0.3 = 11.6 1.5 × 1048

RDC 200ms 1090Hz 4 17.8 +0.4 +1.8 +0.5 = 20.1 1.8 × 1049

RDC 200ms 1590Hz 4 27.0 +1.1 +2.8 +0.9 = 31.0 8.7 × 1049

RDC 200ms 2090Hz 4 34.7 +2.8 +4.4 +1.2 = 42.1 2.7 × 1050

RDC 200ms 2590Hz 4 43.6 +5.7 +5.6 +1.3 = 55.0 7.2 × 1050

RDL 200ms 1090Hz 4 32.6 +1.0 +3.4 +2.0 = 37.5 6.3 × 1049

RDL 200ms 1590Hz 4 47.7 +2.4 +4.9 +2.8 = 55.8 3.0 × 1050

RDL 200ms 2090Hz 4 64.7 +7.1 +8.3 +3.4 = 80.7 1.1 × 1051

RDL 200ms 2590Hz 4 75.9 +9.9 +9.7 +5.3 = 96.9 2.3 × 1051

SGR 1806−20 L1 - 0.17 WNB 11ms 100-200Hz 4 9.0 +0.0 +0.7 +0.5 = 9.8 8.7 × 1046

WNB 100ms 100-200Hz 4 7.9 +0.0 +0.6 +0.4 = 8.6 6.6 × 1046

GPS 838337967.0 WNB 11ms 100-1000Hz 4 22.4 +0.0 +1.7 +0.9 = 24.4 7.7 × 1048

Jul 30 2006 23:39:13.0 UTC WNB 100ms 100-1000Hz 4 20.9 +0.2 +1.6 +0.7 = 22.9 5.9 × 1048

RDC 200ms 1090Hz 4 39.4 +0.8 +3.0 +1.3 = 43.5 8.3 × 1049

RDC 200ms 1590Hz 4 54.6 +2.2 +4.2 +1.8 = 61.3 3.5 × 1050

RDC 200ms 2090Hz 4 69.5 +5.6 +5.3 +2.1 = 80.8 1.0 × 1051

RDC 200ms 2590Hz 4 87.4 +11.4 +6.7 +2.4 = 106.0 2.7 × 1051

RDL 200ms 1090Hz 4 113.3 +3.4 +8.7 +14.3 = 133.5 7.9 × 1050

RDL 200ms 1590Hz 4 168.7 +8.4 +13.0 +22.8 = 203.4 3.9 × 1051

RDL 200ms 2090Hz 4 203.8 +22.4 +15.7 +26.3 = 256.9 1.1 × 1052

RDL 200ms 2590Hz 4 254.2 +33.0 +19.5 +45.2 = 336.5 2.8 × 1052

SGR 1806−20 L1H1H2 0.30 0.32 WNB 11ms 100-200Hz 4 4.7 +0.0 +0.5 +0.3 = 5.2 2.5 × 1046

WNB 100ms 100-200Hz 4 3.6 +0.0 +0.4 +0.1 = 4.0 1.4 × 1046

GPS 838366483.0 WNB 11ms 100-1000Hz 4 9.3 +0.0 +1.0 +0.5 = 10.4 1.4 × 1048

Jul 31 2006 07:34:29.0 UTC WNB 100ms 100-1000Hz 4 8.5 +0.1 +0.9 +0.3 = 9.6 9.9 × 1047

RDC 200ms 1090Hz 4 18.0 +0.4 +1.9 +0.6 = 20.3 1.8 × 1049

RDC 200ms 1590Hz 4 25.1 +1.0 +2.6 +0.8 = 28.8 7.6 × 1049

RDC 200ms 2090Hz 4 33.7 +2.7 +4.3 +1.1 = 40.9 2.6 × 1050

RDC 200ms 2590Hz 4 39.4 +5.1 +5.0 +1.5 = 49.7 6.0 × 1050

RDL 200ms 1090Hz 4 33.3 +1.0 +3.5 +1.7 = 38.2 6.6 × 1049
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RDL 200ms 1590Hz 4 44.2 +2.2 +4.6 +2.4 = 51.5 2.5 × 1050

RDL 200ms 2090Hz 4 64.4 +7.1 +8.2 +4.0 = 80.6 1.1 × 1051

RDL 200ms 2590Hz 4 75.2 +9.8 +9.6 +3.4 = 95.1 2.3 × 1051

SGR 1806−20 L1H1H2 0.29 0.03 WNB 11ms 100-200Hz 4 10.9 +0.0 +1.1 +0.6 = 12.2 1.3 × 1047

WNB 100ms 100-200Hz 4 9.2 +0.0 +1.0 +0.4 = 10.3 9.2 × 1046

GPS 838506536.0 WNB 11ms 100-1000Hz 4 20.7 +0.0 +2.1 +1.0 = 23.0 7.0 × 1048

Aug 01 2006 22:28:42.0 UTC WNB 100ms 100-1000Hz 4 19.8 +0.2 +2.1 +0.8 = 22.2 5.6 × 1048

RDC 200ms 1090Hz 4 46.3 +0.9 +4.8 +2.4 = 52.6 1.2 × 1050

RDC 200ms 1590Hz 4 66.0 +2.6 +6.8 +2.9 = 76.1 5.4 × 1050

RDC 200ms 2090Hz 4 85.5 +6.8 +10.9 +4.5 = 104.1 1.8 × 1051

RDC 200ms 2590Hz 4 106.2 +13.8 +13.6 +5.3 = 134.7 4.4 × 1051

RDL 200ms 1090Hz 4 77.6 +2.3 +8.0 +5.3 = 89.5 3.6 × 1050

RDL 200ms 1590Hz 4 104.6 +5.2 +10.8 +10.7 = 125.1 1.5 × 1051

RDL 200ms 2090Hz 4 158.3 +17.4 +20.3 +12.9 = 199.8 6.5 × 1051

RDL 200ms 2590Hz 4 174.7 +22.7 +22.4 +12.4 = 222.9 1.2 × 1052

SGR 1806−20 H1H2 0.30 - WNB 11ms 100-200Hz 4 7.1 +0.0 +0.7 +0.6 = 8.0 5.8 × 1046

WNB 100ms 100-200Hz 4 6.0 +0.0 +0.6 +0.3 = 6.7 3.9 × 1046

GPS 838638845.0 WNB 11ms 100-1000Hz 4 13.9 +0.0 +1.4 +0.5 = 15.4 2.9 × 1048

Aug 03 2006 11:13:51.0 UTC WNB 100ms 100-1000Hz 4 13.0 +0.1 +1.4 +0.4 = 14.6 2.3 × 1048

RDC 200ms 1090Hz 4 16.6 +0.3 +1.7 +0.7 = 18.8 1.5 × 1049

RDC 200ms 1590Hz 4 24.0 +1.0 +2.5 +0.9 = 27.7 7.0 × 1049

RDC 200ms 2090Hz 4 32.2 +2.6 +4.1 +1.2 = 39.1 2.4 × 1050

RDC 200ms 2590Hz 4 38.8 +5.0 +5.0 +1.3 = 49.0 5.8 × 1050

RDL 200ms 1090Hz 4 46.1 +1.4 +4.8 +6.2 = 55.4 1.4 × 1050

RDL 200ms 1590Hz 4 68.8 +3.4 +7.1 +8.7 = 83.5 6.7 × 1050

RDL 200ms 2090Hz 4 88.8 +9.8 +11.4 +12.1 = 115.2 2.1 × 1051

RDL 200ms 2590Hz 4 106.3 +13.8 +13.6 +15.7 = 140.9 4.9 × 1051

SGR 1806−20 H1H2 0.30 - WNB 11ms 100-200Hz 4 6.3 +0.0 +0.7 +0.4 = 7.1 4.4 × 1046

WNB 100ms 100-200Hz 4 5.5 +0.0 +0.6 +0.2 = 6.1 3.3 × 1046

GPS 838638887.0 WNB 11ms 100-1000Hz 4 12.7 +0.0 +1.3 +0.5 = 14.1 2.5 × 1048

Aug 03 2006 11:14:33.0 UTC WNB 100ms 100-1000Hz 4 11.7 +0.1 +1.2 +0.4 = 13.1 1.9 × 1048

RDC 200ms 1090Hz 4 16.6 +0.3 +1.7 +0.5 = 18.7 1.5 × 1049

RDC 200ms 1590Hz 4 24.2 +1.0 +2.5 +0.9 = 27.8 7.1 × 1049

RDC 200ms 2090Hz 4 33.4 +2.7 +4.3 +1.2 = 40.5 2.6 × 1050

RDC 200ms 2590Hz 4 41.5 +5.4 +5.3 +1.7 = 52.5 6.6 × 1050

RDL 200ms 1090Hz 4 50.1 +1.5 +5.2 +5.0 = 58.9 1.6 × 1050

RDL 200ms 1590Hz 4 64.1 +3.2 +6.6 +9.9 = 79.2 5.9 × 1050

RDL 200ms 2090Hz 4 80.7 +8.9 +10.3 +10.0 = 103.9 1.8 × 1051

RDL 200ms 2590Hz 4 103.2 +13.4 +13.2 +16.4 = 137.7 4.6 × 1051

SGR 1806−20 L1H1H2 0.37 0.47 WNB 11ms 100-200Hz 4 3.1 +0.0 +0.3 +0.2 = 3.6 1.1 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 7.7 × 1045

GPS 838697296.0 WNB 11ms 100-1000Hz 4 6.9 +0.0 +0.7 +0.3 = 7.7 7.4 × 1047

Aug 04 2006 03:28:02.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.2 = 7.1 5.5 × 1047

RDC 200ms 1090Hz 4 10.8 +0.2 +1.1 +0.4 = 12.2 6.4 × 1048

RDC 200ms 1590Hz 4 15.5 +0.6 +1.6 +0.5 = 17.8 2.9 × 1049

RDC 200ms 2090Hz 4 20.5 +1.6 +2.6 +0.7 = 24.9 9.7 × 1049
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RDC 200ms 2590Hz 4 25.7 +3.3 +3.3 +0.9 = 32.4 2.5 × 1050

RDL 200ms 1090Hz 4 27.3 +0.8 +2.8 +3.7 = 32.8 4.8 × 1049

RDL 200ms 1590Hz 4 44.6 +2.2 +4.6 +3.9 = 52.9 2.7 × 1050

RDL 200ms 2090Hz 4 54.4 +6.0 +7.0 +5.9 = 69.5 7.7 × 1050

RDL 200ms 2590Hz 4 58.5 +7.6 +7.5 +7.3 = 76.6 1.4 × 1051

SGR 1806−20 L1H1H2 0.27 0.34 WNB 11ms 100-200Hz 4 4.7 +0.0 +0.5 +0.3 = 5.2 2.4 × 1046

WNB 100ms 100-200Hz 4 3.6 +0.0 +0.4 +0.2 = 4.0 1.4 × 1046

GPS 838878645.9 WNB 11ms 100-1000Hz 4 10.7 +0.0 +1.1 +0.5 = 11.8 1.8 × 1048

Aug 06 2006 05:50:31.9 UTC WNB 100ms 100-1000Hz 4 9.7 +0.1 +1.0 +0.3 = 10.9 1.3 × 1048

RDC 200ms 1090Hz 4 15.6 +0.3 +1.6 +0.5 = 17.6 1.3 × 1049

RDC 200ms 1590Hz 4 22.6 +0.9 +2.3 +0.7 = 25.9 6.2 × 1049

RDC 200ms 2090Hz 4 30.7 +2.5 +3.9 +1.1 = 37.2 2.2 × 1050

RDC 200ms 2590Hz 4 38.8 +5.0 +5.0 +1.5 = 49.0 5.8 × 1050

RDL 200ms 1090Hz 4 36.4 +1.1 +3.8 +3.0 = 42.4 8.1 × 1049

RDL 200ms 1590Hz 4 55.0 +2.8 +5.7 +3.4 = 64.4 3.9 × 1050

RDL 200ms 2090Hz 4 75.4 +8.3 +9.7 +5.7 = 94.9 1.5 × 1051

RDL 200ms 2590Hz 4 86.8 +11.3 +11.1 +8.0 = 111.8 3.1 × 1051

SGR 1806−20 H1H2 0.53 - WNB 11ms 100-200Hz 4 3.4 +0.0 +0.3 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.2 8.7 × 1045

GPS 838909432.9 WNB 11ms 100-1000Hz 4 7.1 +0.0 +0.7 +0.2 = 7.9 7.5 × 1047

Aug 06 2006 14:23:38.9 UTC WNB 100ms 100-1000Hz 4 7.1 +0.1 +0.7 +0.2 = 8.0 7.0 × 1047

RDC 200ms 1090Hz 4 9.7 +0.2 +1.0 +0.4 = 11.0 5.3 × 1048

RDC 200ms 1590Hz 4 13.6 +0.5 +1.4 +0.5 = 15.6 2.3 × 1049

RDC 200ms 2090Hz 4 19.9 +1.6 +2.5 +0.8 = 24.1 9.2 × 1049

RDC 200ms 2590Hz 4 23.2 +3.0 +3.0 +0.8 = 29.3 2.1 × 1050

RDL 200ms 1090Hz 4 26.9 +0.8 +2.8 +3.4 = 32.1 4.6 × 1049

RDL 200ms 1590Hz 4 40.0 +2.0 +4.1 +6.3 = 49.5 2.3 × 1050

RDL 200ms 2090Hz 4 54.3 +6.0 +7.0 +7.5 = 70.5 8.0 × 1050

RDL 200ms 2590Hz 4 58.1 +7.5 +7.4 +9.2 = 77.4 1.5 × 1051

SGR 1806−20 H1H2 0.53 - WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.3 9.1 × 1045

GPS 838909514.5 WNB 11ms 100-1000Hz 4 7.5 +0.0 +0.8 +0.3 = 8.3 8.3 × 1047

Aug 06 2006 14:25:00.5 UTC WNB 100ms 100-1000Hz 4 7.0 +0.1 +0.7 +0.2 = 7.9 6.8 × 1047

RDC 200ms 1090Hz 4 10.2 +0.2 +1.1 +0.4 = 11.6 5.8 × 1048

RDC 200ms 1590Hz 4 14.5 +0.6 +1.5 +0.5 = 16.7 2.5 × 1049

RDC 200ms 2090Hz 4 19.8 +1.6 +2.5 +0.6 = 24.0 8.9 × 1049

RDC 200ms 2590Hz 4 23.8 +3.1 +3.0 +0.9 = 30.1 2.2 × 1050

RDL 200ms 1090Hz 4 32.6 +1.0 +3.4 +3.5 = 38.4 6.7 × 1049

RDL 200ms 1590Hz 4 44.0 +2.2 +4.6 +6.3 = 54.0 2.8 × 1050

RDL 200ms 2090Hz 4 63.6 +7.0 +8.1 +9.1 = 82.9 1.1 × 1051

RDL 200ms 2590Hz 4 78.8 +10.2 +10.1 +9.7 = 103.0 2.6 × 1051

SGR 1806−20 H1H2 0.28 - WNB 11ms 100-200Hz 4 6.4 +0.0 +0.7 +0.4 = 7.1 4.6 × 1046

WNB 100ms 100-200Hz 4 5.8 +0.0 +0.6 +0.3 = 6.4 3.6 × 1046

GPS 838947815.0 WNB 11ms 100-1000Hz 4 12.5 +0.0 +1.3 +0.5 = 13.9 2.4 × 1048

Aug 07 2006 01:03:21.0 UTC WNB 100ms 100-1000Hz 4 12.6 +0.1 +1.3 +0.4 = 14.1 2.2 × 1048

RDC 200ms 1090Hz 4 21.3 +0.4 +2.2 +0.6 = 24.0 2.6 × 1049
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RDC 200ms 1590Hz 4 30.8 +1.2 +3.2 +1.0 = 35.4 1.2 × 1050

RDC 200ms 2090Hz 4 42.6 +3.4 +5.5 +1.3 = 51.6 4.2 × 1050

RDC 200ms 2590Hz 4 52.5 +6.8 +6.7 +1.3 = 66.2 1.1 × 1051

RDL 200ms 1090Hz 4 69.8 +2.1 +7.2 +10.4 = 84.6 3.1 × 1050

RDL 200ms 1590Hz 4 91.2 +4.6 +9.5 +12.3 = 111.3 1.1 × 1051

RDL 200ms 2090Hz 4 145.3 +16.0 +18.6 +16.0 = 185.8 5.6 × 1051

RDL 200ms 2590Hz 4 162.4 +21.1 +20.8 +19.8 = 212.2 1.1 × 1052

SGR 1806−20 L1H1H2 0.33 0.46 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.2 × 1045

GPS 838949890.0 WNB 11ms 100-1000Hz 4 7.2 +0.0 +0.7 +0.3 = 8.0 8.1 × 1047

Aug 07 2006 01:37:56.0 UTC WNB 100ms 100-1000Hz 4 7.1 +0.1 +0.7 +0.2 = 7.9 6.8 × 1047

RDC 200ms 1090Hz 4 12.3 +0.2 +1.3 +0.5 = 13.9 8.4 × 1048

RDC 200ms 1590Hz 4 17.8 +0.7 +1.8 +0.6 = 20.4 3.9 × 1049

RDC 200ms 2090Hz 4 22.9 +1.8 +2.9 +0.8 = 27.8 1.2 × 1050

RDC 200ms 2590Hz 4 28.4 +3.7 +3.6 +1.0 = 35.9 3.1 × 1050

RDL 200ms 1090Hz 4 33.1 +1.0 +3.4 +2.0 = 38.1 6.5 × 1049

RDL 200ms 1590Hz 4 43.6 +2.2 +4.5 +2.8 = 51.0 2.5 × 1050

RDL 200ms 2090Hz 4 63.0 +6.9 +8.1 +4.7 = 79.3 1.0 × 1051

RDL 200ms 2590Hz 4 67.4 +8.8 +8.6 +5.7 = 86.5 1.9 × 1051

SGR 1806−20 L1H1H2 0.34 0.38 WNB 11ms 100-200Hz 4 3.9 +0.0 +0.4 +0.2 = 4.4 1.7 × 1046

WNB 100ms 100-200Hz 4 3.4 +0.0 +0.3 +0.1 = 3.7 1.2 × 1046

GPS 838978991.0 WNB 11ms 100-1000Hz 4 10.6 +0.0 +1.1 +0.4 = 11.8 1.7 × 1048

Aug 07 2006 09:42:57.0 UTC WNB 100ms 100-1000Hz 4 9.1 +0.1 +0.9 +0.3 = 10.2 1.1 × 1048

RDC 200ms 1090Hz 4 16.1 +0.3 +1.7 +0.5 = 18.2 1.4 × 1049

RDC 200ms 1590Hz 4 23.7 +0.9 +2.5 +0.9 = 27.3 6.8 × 1049

RDC 200ms 2090Hz 4 31.3 +2.5 +4.0 +1.2 = 37.9 2.3 × 1050

RDC 200ms 2590Hz 4 37.3 +4.8 +4.8 +1.3 = 47.1 5.3 × 1050

RDL 200ms 1090Hz 4 25.1 +0.8 +2.6 +1.4 = 28.8 3.7 × 1049

RDL 200ms 1590Hz 4 36.3 +1.8 +3.8 +1.8 = 42.2 1.7 × 1050

RDL 200ms 2090Hz 4 48.6 +5.3 +6.2 +2.5 = 60.7 6.0 × 1050

RDL 200ms 2590Hz 4 63.2 +8.2 +8.1 +3.8 = 80.3 1.6 × 1051

SGR 1806−20 L1H1H2 0.61 0.51 WNB 11ms 100-200Hz 4 2.5 +0.0 +0.3 +0.2 = 2.8 7.1 × 1045

WNB 100ms 100-200Hz 4 1.9 +0.0 +0.2 +0.1 = 2.2 4.2 × 1045

GPS 839010278.0 WNB 11ms 100-1000Hz 4 5.5 +0.0 +0.6 +0.2 = 6.1 4.4 × 1047

Aug 07 2006 18:24:24.0 UTC WNB 100ms 100-1000Hz 4 5.1 +0.1 +0.5 +0.2 = 5.7 3.5 × 1047

RDC 200ms 1090Hz 4 8.3 +0.2 +0.9 +0.3 = 9.4 3.8 × 1048

RDC 200ms 1590Hz 4 12.3 +0.5 +1.3 +0.3 = 14.1 1.9 × 1049

RDC 200ms 2090Hz 4 16.3 +1.3 +2.1 +0.5 = 19.8 6.3 × 1049

RDC 200ms 2590Hz 4 20.4 +2.7 +2.6 +0.7 = 25.7 1.6 × 1050

RDL 200ms 1090Hz 4 25.9 +0.8 +2.7 +2.7 = 30.5 4.2 × 1049

RDL 200ms 1590Hz 4 42.1 +2.1 +4.4 +3.9 = 50.1 2.4 × 1050

RDL 200ms 2090Hz 4 48.0 +5.3 +6.1 +5.7 = 61.7 6.1 × 1050

RDL 200ms 2590Hz 4 55.9 +7.3 +7.2 +5.9 = 72.4 1.3 × 1051

SGR 1806−20 L1H1H2 0.31 0.40 WNB 11ms 100-200Hz 4 3.8 +0.0 +0.4 +0.3 = 4.3 1.7 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.4 1.0 × 1046

GPS 839046786.0 WNB 11ms 100-1000Hz 4 8.9 +0.0 +0.9 +0.4 = 9.9 1.2 × 1048
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Aug 08 2006 04:32:52.0 UTC WNB 100ms 100-1000Hz 4 8.3 +0.1 +0.9 +0.3 = 9.2 9.3 × 1047

RDC 200ms 1090Hz 4 13.1 +0.3 +1.4 +0.5 = 14.8 9.6 × 1048

RDC 200ms 1590Hz 4 17.9 +0.7 +1.9 +0.6 = 20.6 3.9 × 1049

RDC 200ms 2090Hz 4 24.7 +2.0 +3.2 +0.9 = 29.9 1.4 × 1050

RDC 200ms 2590Hz 4 28.8 +3.7 +3.7 +0.9 = 36.4 3.2 × 1050

RDL 200ms 1090Hz 4 32.5 +1.0 +3.4 +3.8 = 38.6 6.5 × 1049

RDL 200ms 1590Hz 4 52.6 +2.6 +5.5 +5.2 = 62.7 3.7 × 1050

RDL 200ms 2090Hz 4 63.5 +7.0 +8.1 +7.4 = 81.4 1.1 × 1051

RDL 200ms 2590Hz 4 79.2 +10.3 +10.1 +6.6 = 101.6 2.6 × 1051

SGR 1806−20 L1H1H2 0.26 0.34 WNB 11ms 100-200Hz 4 4.5 +0.0 +0.5 +0.4 = 5.2 2.4 × 1046

WNB 100ms 100-200Hz 4 3.8 +0.0 +0.4 +0.1 = 4.2 1.5 × 1046

GPS 839223616.0 WNB 11ms 100-1000Hz 4 9.7 +0.0 +1.0 +0.4 = 10.8 1.5 × 1048

Aug 10 2006 05:40:02.0 UTC WNB 100ms 100-1000Hz 4 9.3 +0.1 +1.0 +0.3 = 10.4 1.2 × 1048

RDC 200ms 1090Hz 4 16.4 +0.3 +1.7 +0.6 = 18.5 1.5 × 1049

RDC 200ms 1590Hz 4 23.1 +0.9 +2.4 +0.8 = 26.5 6.5 × 1049

RDC 200ms 2090Hz 4 31.6 +2.5 +4.0 +1.2 = 38.3 2.3 × 1050

RDC 200ms 2590Hz 4 37.6 +4.9 +4.8 +1.4 = 47.5 5.5 × 1050

RDL 200ms 1090Hz 4 37.4 +1.1 +3.9 +2.3 = 43.0 8.3 × 1049

RDL 200ms 1590Hz 4 51.4 +2.6 +5.3 +3.9 = 60.6 3.5 × 1050

RDL 200ms 2090Hz 4 76.0 +8.4 +9.7 +5.3 = 95.5 1.5 × 1051

RDL 200ms 2590Hz 4 89.4 +11.6 +11.4 +6.1 = 114.0 3.2 × 1051

SGR 1806−20 L1 - 0.33 WNB 11ms 100-200Hz 4 5.9 +0.0 +0.5 +0.5 = 6.6 4.0 × 1046

WNB 100ms 100-200Hz 4 5.2 +0.0 +0.4 +0.2 = 5.6 2.8 × 1046

GPS 839229376.0 WNB 11ms 100-1000Hz 4 12.6 +0.0 +1.0 +0.6 = 13.7 2.4 × 1048

Aug 10 2006 07:16:02.0 UTC WNB 100ms 100-1000Hz 4 12.2 +0.1 +0.9 +0.4 = 13.4 2.0 × 1048

RDC 200ms 1090Hz 4 20.9 +0.4 +1.6 +0.6 = 23.0 2.3 × 1049

RDC 200ms 1590Hz 4 30.3 +1.2 +2.3 +0.9 = 34.0 1.1 × 1050

RDC 200ms 2090Hz 4 40.5 +3.2 +3.1 +1.3 = 47.1 3.5 × 1050

RDC 200ms 2590Hz 4 50.3 +6.5 +3.9 +1.6 = 61.0 9.1 × 1050

RDL 200ms 1090Hz 4 65.6 +2.0 +5.0 +8.7 = 77.7 2.7 × 1050

RDL 200ms 1590Hz 4 92.9 +4.6 +7.1 +11.9 = 111.5 1.2 × 1051

RDL 200ms 2090Hz 4 111.8 +12.3 +8.6 +15.2 = 141.5 3.2 × 1051

RDL 200ms 2590Hz 4 146.1 +19.0 +11.2 +16.9 = 185.3 8.7 × 1051

SGR 1806−20 L1H1H2 0.49 0.66 WNB 11ms 100-200Hz 4 2.4 +0.0 +0.3 +0.2 = 2.7 6.6 × 1045

WNB 100ms 100-200Hz 4 2.0 +0.0 +0.2 +0.1 = 2.2 4.2 × 1045

GPS 839252573.0 WNB 11ms 100-1000Hz 4 5.8 +0.0 +0.6 +0.2 = 6.4 5.1 × 1047

Aug 10 2006 13:42:39.0 UTC WNB 100ms 100-1000Hz 4 5.3 +0.1 +0.6 +0.2 = 5.9 3.9 × 1047

RDC 200ms 1090Hz 4 10.8 +0.2 +1.1 +0.3 = 12.2 6.4 × 1048

RDC 200ms 1590Hz 4 14.9 +0.6 +1.5 +0.3 = 17.1 2.7 × 1049

RDC 200ms 2090Hz 4 20.3 +1.6 +2.6 +0.5 = 24.5 9.7 × 1049

RDC 200ms 2590Hz 4 25.0 +3.2 +3.2 +0.6 = 31.5 2.4 × 1050

RDL 200ms 1090Hz 4 38.7 +1.2 +4.0 +4.7 = 46.0 9.4 × 1049

RDL 200ms 1590Hz 4 60.8 +3.0 +6.3 +8.0 = 74.0 5.2 × 1050

RDL 200ms 2090Hz 4 70.2 +7.7 +9.0 +8.6 = 90.4 1.3 × 1051

RDL 200ms 2590Hz 4 104.4 +13.6 +13.4 +15.0 = 138.1 4.6 × 1051

SGR 1806−20 L1H1 0.60 0.69 WNB 11ms 100-200Hz 4 2.0 +0.0 +0.2 +0.2 = 2.3 4.8 × 1045
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WNB 100ms 100-200Hz 4 1.7 +0.0 +0.2 +0.1 = 1.9 3.2 × 1045

GPS 839258454.0 WNB 11ms 100-1000Hz 4 5.0 +0.0 +0.5 +0.2 = 5.6 4.0 × 1047

Aug 10 2006 15:20:40.0 UTC WNB 100ms 100-1000Hz 4 4.4 +0.0 +0.5 +0.2 = 5.0 2.7 × 1047

RDC 200ms 1090Hz 4 7.1 +0.1 +0.7 +0.2 = 8.0 2.8 × 1048

RDC 200ms 1590Hz 4 10.2 +0.4 +1.1 +0.3 = 11.8 1.3 × 1049

RDC 200ms 2090Hz 4 14.2 +1.1 +1.8 +0.5 = 17.3 4.6 × 1049

RDC 200ms 2590Hz 4 16.7 +2.2 +2.1 +0.5 = 21.0 1.1 × 1050

RDL 200ms 1090Hz 4 23.7 +0.7 +2.5 +3.6 = 28.7 3.6 × 1049

RDL 200ms 1590Hz 4 30.4 +1.5 +3.2 +4.0 = 37.1 1.3 × 1050

RDL 200ms 2090Hz 4 40.3 +4.4 +5.2 +4.7 = 51.6 4.4 × 1050

RDL 200ms 2590Hz 4 55.7 +7.2 +7.1 +7.8 = 73.5 1.3 × 1051

SGR 1806−20 H1H2 0.61 - WNB 11ms 100-200Hz 4 3.0 +0.0 +0.3 +0.2 = 3.3 9.9 × 1045

WNB 100ms 100-200Hz 4 2.5 +0.0 +0.3 +0.1 = 2.8 6.7 × 1045

GPS 839345117.0 WNB 11ms 100-1000Hz 4 6.9 +0.0 +0.7 +0.3 = 7.6 7.3 × 1047

Aug 11 2006 15:25:03.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.2 = 7.1 5.6 × 1047

RDC 200ms 1090Hz 4 9.4 +0.2 +1.0 +0.3 = 10.6 4.9 × 1048

RDC 200ms 1590Hz 4 13.7 +0.5 +1.4 +0.4 = 15.7 2.3 × 1049

RDC 200ms 2090Hz 4 18.6 +1.5 +2.4 +0.6 = 22.5 7.9 × 1049

RDC 200ms 2590Hz 4 23.0 +3.0 +2.9 +0.8 = 29.0 2.0 × 1050

RDL 200ms 1090Hz 4 32.3 +1.0 +3.4 +3.9 = 38.5 6.6 × 1049

RDL 200ms 1590Hz 4 38.7 +1.9 +4.0 +5.1 = 47.1 2.1 × 1050

RDL 200ms 2090Hz 4 60.1 +6.6 +7.7 +7.5 = 77.5 9.7 × 1050

RDL 200ms 2590Hz 4 69.7 +9.1 +8.9 +9.1 = 91.5 2.0 × 1051

SGR 1806−20 L1H1H2 0.32 0.41 WNB 11ms 100-200Hz 4 3.7 +0.0 +0.4 +0.3 = 4.2 1.6 × 1046

WNB 100ms 100-200Hz 4 3.0 +0.0 +0.3 +0.1 = 3.3 9.6 × 1045

GPS 839390938.0 WNB 11ms 100-1000Hz 4 7.4 +0.0 +0.8 +0.3 = 8.2 8.6 × 1047

Aug 12 2006 04:08:44.0 UTC WNB 100ms 100-1000Hz 4 7.0 +0.1 +0.7 +0.3 = 7.9 6.7 × 1047

RDC 200ms 1090Hz 4 14.1 +0.3 +1.5 +0.4 = 15.9 1.1 × 1049

RDC 200ms 1590Hz 4 19.3 +0.8 +2.0 +0.6 = 22.2 4.5 × 1049

RDC 200ms 2090Hz 4 26.8 +2.1 +3.4 +0.8 = 32.5 1.6 × 1050

RDC 200ms 2590Hz 4 31.8 +4.1 +4.1 +1.0 = 40.2 3.9 × 1050

RDL 200ms 1090Hz 4 41.2 +1.2 +4.3 +4.6 = 48.8 1.1 × 1050

RDL 200ms 1590Hz 4 56.1 +2.8 +5.8 +6.8 = 67.8 4.3 × 1050

RDL 200ms 2090Hz 4 89.6 +9.9 +11.5 +9.2 = 114.2 2.1 × 1051

RDL 200ms 2590Hz 4 104.0 +13.5 +13.3 +8.9 = 133.5 4.4 × 1051

SGR 1806−20 L1H1H2 0.26 0.33 WNB 11ms 100-200Hz 4 5.5 +0.0 +0.6 +0.3 = 6.2 3.4 × 1046

WNB 100ms 100-200Hz 4 4.0 +0.0 +0.4 +0.1 = 4.5 1.7 × 1046

GPS 839396591.0 WNB 11ms 100-1000Hz 4 10.5 +0.0 +1.1 +0.4 = 11.7 1.8 × 1048

Aug 12 2006 05:42:57.0 UTC WNB 100ms 100-1000Hz 4 10.3 +0.1 +1.1 +0.4 = 11.5 1.5 × 1048

RDC 200ms 1090Hz 4 15.9 +0.3 +1.6 +0.6 = 17.9 1.4 × 1049

RDC 200ms 1590Hz 4 21.6 +0.9 +2.2 +0.6 = 24.8 5.7 × 1049

RDC 200ms 2090Hz 4 30.5 +2.4 +3.9 +1.1 = 37.0 2.2 × 1050

RDC 200ms 2590Hz 4 36.6 +4.8 +4.7 +1.3 = 46.3 5.2 × 1050

RDL 200ms 1090Hz 4 32.7 +1.0 +3.4 +2.2 = 37.7 6.4 × 1049

RDL 200ms 1590Hz 4 49.8 +2.5 +5.2 +3.3 = 58.4 3.2 × 1050

RDL 200ms 2090Hz 4 65.9 +7.3 +8.4 +4.5 = 82.7 1.1 × 1051
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RDL 200ms 2590Hz 4 81.7 +10.6 +10.5 +5.7 = 104.3 2.8 × 1051

SGR 1806−20 L1H1H2 0.28 0.03 WNB 11ms 100-200Hz 4 13.7 +0.0 +1.4 +0.8 = 15.3 2.1 × 1047

WNB 100ms 100-200Hz 4 10.4 +0.0 +1.1 +0.4 = 11.6 1.2 × 1047

GPS 839454686.0 WNB 11ms 100-1000Hz 4 23.1 +0.0 +2.4 +1.0 = 25.7 8.8 × 1048

Aug 12 2006 21:51:12.0 UTC WNB 100ms 100-1000Hz 4 21.7 +0.2 +2.3 +0.8 = 24.3 6.6 × 1048

RDC 200ms 1090Hz 4 40.2 +0.8 +4.2 +2.0 = 45.6 9.2 × 1049

RDC 200ms 1590Hz 4 56.9 +2.3 +5.9 +2.6 = 65.6 4.0 × 1050

RDC 200ms 2090Hz 4 78.7 +6.3 +10.1 +3.6 = 95.6 1.4 × 1051

RDC 200ms 2590Hz 4 95.9 +12.5 +12.3 +4.2 = 121.4 3.6 × 1051

RDL 200ms 1090Hz 4 95.3 +2.9 +9.9 +9.7 = 111.9 5.6 × 1050

RDL 200ms 1590Hz 4 123.5 +6.2 +12.8 +11.9 = 147.1 2.0 × 1051

RDL 200ms 2090Hz 4 157.0 +17.3 +20.1 +16.6 = 200.4 6.5 × 1051

RDL 200ms 2590Hz 4 195.0 +25.4 +25.0 +22.2 = 253.8 1.6 × 1052

SGR 1806−20 L1H1H2 0.17 0.25 WNB 11ms 100-200Hz 4 7.0 +0.0 +0.7 +0.3 = 7.7 5.4 × 1046

WNB 100ms 100-200Hz 4 5.8 +0.0 +0.6 +0.2 = 6.5 3.7 × 1046

GPS 839546125.0 WNB 11ms 100-1000Hz 4 18.3 +0.0 +1.9 +0.7 = 20.3 5.3 × 1048

Aug 13 2006 23:15:11.0 UTC WNB 100ms 100-1000Hz 4 16.8 +0.2 +1.7 +0.5 = 18.8 3.9 × 1048

RDC 200ms 1090Hz 4 35.8 +0.7 +3.7 +1.7 = 40.6 7.2 × 1049

RDC 200ms 1590Hz 4 51.7 +2.1 +5.4 +2.2 = 59.6 3.3 × 1050

RDC 200ms 2090Hz 4 70.6 +5.6 +9.0 +3.8 = 86.0 1.2 × 1051

RDC 200ms 2590Hz 4 87.5 +11.4 +11.2 +4.3 = 110.8 3.0 × 1051

RDL 200ms 1090Hz 4 27.7 +0.8 +2.9 +1.8 = 31.9 4.5 × 1049

RDL 200ms 1590Hz 4 40.9 +2.0 +4.2 +1.9 = 47.6 2.2 × 1050

RDL 200ms 2090Hz 4 53.9 +5.9 +6.9 +2.9 = 67.3 7.4 × 1050

RDL 200ms 2590Hz 4 63.1 +8.2 +8.1 +3.0 = 79.9 1.6 × 1051

SGR 1806−20 L1H1H2 0.33 0.45 WNB 11ms 100-200Hz 4 3.5 +0.0 +0.4 +0.2 = 4.0 1.4 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.0 × 1045

GPS 839552936.0 WNB 11ms 100-1000Hz 4 8.4 +0.0 +0.9 +0.4 = 9.4 1.1 × 1048

Aug 14 2006 01:08:42.0 UTC WNB 100ms 100-1000Hz 4 7.8 +0.1 +0.8 +0.2 = 8.7 8.3 × 1047

RDC 200ms 1090Hz 4 13.0 +0.3 +1.4 +0.4 = 14.7 9.5 × 1048

RDC 200ms 1590Hz 4 19.3 +0.8 +2.0 +0.6 = 22.2 4.5 × 1049

RDC 200ms 2090Hz 4 26.5 +2.1 +3.4 +0.6 = 32.1 1.6 × 1050

RDC 200ms 2590Hz 4 30.9 +4.0 +4.0 +0.9 = 39.0 3.7 × 1050

RDL 200ms 1090Hz 4 34.1 +1.0 +3.5 +2.4 = 39.4 7.0 × 1049

RDL 200ms 1590Hz 4 44.5 +2.2 +4.6 +3.4 = 52.4 2.6 × 1050

RDL 200ms 2090Hz 4 70.9 +7.8 +9.1 +4.6 = 88.9 1.3 × 1051

RDL 200ms 2590Hz 4 93.0 +12.1 +11.9 +6.4 = 118.5 3.5 × 1051

SGR 1806−20 L1H1H2 0.29 0.47 WNB 11ms 100-200Hz 4 3.8 +0.0 +0.4 +0.2 = 4.3 1.7 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.1 × 1045

GPS 839587705.0 WNB 11ms 100-1000Hz 4 8.3 +0.0 +0.9 +0.3 = 9.2 1.0 × 1048

Aug 14 2006 10:48:11.0 UTC WNB 100ms 100-1000Hz 4 7.8 +0.1 +0.8 +0.3 = 8.7 8.4 × 1047

RDC 200ms 1090Hz 4 13.1 +0.3 +1.4 +0.6 = 14.8 9.6 × 1048

RDC 200ms 1590Hz 4 18.1 +0.7 +1.9 +0.7 = 20.9 4.0 × 1049

RDC 200ms 2090Hz 4 23.7 +1.9 +3.0 +1.1 = 28.8 1.3 × 1050

RDC 200ms 2590Hz 4 31.5 +4.1 +4.0 +1.1 = 39.8 3.8 × 1050

RDL 200ms 1090Hz 4 26.7 +0.8 +2.8 +1.6 = 30.7 4.2 × 1049
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RDL 200ms 1590Hz 4 35.5 +1.8 +3.7 +2.1 = 41.5 1.6 × 1050

RDL 200ms 2090Hz 4 48.9 +5.4 +6.3 +4.1 = 61.8 6.2 × 1050

RDL 200ms 2590Hz 4 58.9 +7.7 +7.5 +3.8 = 75.0 1.4 × 1051

SGR 1806−20 H1H2 0.51 - WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.4 1.0 × 1046

GPS 839598198.0 WNB 11ms 100-1000Hz 4 7.7 +0.0 +0.8 +0.3 = 8.6 9.0 × 1047

Aug 14 2006 13:43:04.0 UTC WNB 100ms 100-1000Hz 4 7.6 +0.1 +0.8 +0.2 = 8.5 7.8 × 1047

RDC 200ms 1090Hz 4 10.0 +0.2 +1.0 +0.3 = 11.3 5.6 × 1048

RDC 200ms 1590Hz 4 14.7 +0.6 +1.5 +0.5 = 16.9 2.6 × 1049

RDC 200ms 2090Hz 4 19.9 +1.6 +2.6 +0.7 = 24.2 9.1 × 1049

RDC 200ms 2590Hz 4 24.0 +3.1 +3.1 +0.8 = 30.3 2.2 × 1050

RDL 200ms 1090Hz 4 34.0 +1.0 +3.5 +4.6 = 40.8 7.3 × 1049

RDL 200ms 1590Hz 4 41.5 +2.1 +4.3 +5.7 = 50.8 2.4 × 1050

RDL 200ms 2090Hz 4 55.0 +6.0 +7.0 +6.7 = 70.7 7.6 × 1050

RDL 200ms 2590Hz 4 73.6 +9.6 +9.4 +8.3 = 95.7 2.3 × 1051

SGR 1806−20 L1H1H2 0.55 0.69 WNB 11ms 100-200Hz 4 2.8 +0.0 +0.3 +0.2 = 3.1 8.6 × 1045

WNB 100ms 100-200Hz 4 2.0 +0.0 +0.2 +0.1 = 2.2 4.2 × 1045

GPS 839599627.0 WNB 11ms 100-1000Hz 4 6.2 +0.0 +0.6 +0.3 = 6.9 5.9 × 1047

Aug 14 2006 14:06:53.0 UTC WNB 100ms 100-1000Hz 4 5.7 +0.1 +0.6 +0.2 = 6.4 4.5 × 1047

RDC 200ms 1090Hz 4 8.1 +0.2 +0.8 +0.3 = 9.1 3.6 × 1048

RDC 200ms 1590Hz 4 11.6 +0.5 +1.2 +0.4 = 13.4 1.6 × 1049

RDC 200ms 2090Hz 4 15.4 +1.2 +2.0 +0.4 = 18.6 5.4 × 1049

RDC 200ms 2590Hz 4 18.8 +2.4 +2.4 +0.6 = 23.7 1.3 × 1050

RDL 200ms 1090Hz 4 23.0 +0.7 +2.4 +2.9 = 27.4 3.4 × 1049

RDL 200ms 1590Hz 4 35.6 +1.8 +3.7 +4.7 = 43.3 1.8 × 1050

RDL 200ms 2090Hz 4 46.5 +5.1 +6.0 +6.7 = 60.6 5.9 × 1050

RDL 200ms 2590Hz 4 54.9 +7.1 +7.0 +6.5 = 71.6 1.3 × 1051

SGR 1806−20 L1H1H2 0.29 0.46 WNB 11ms 100-200Hz 4 4.4 +0.0 +0.5 +0.3 = 5.0 2.2 × 1046

WNB 100ms 100-200Hz 4 3.2 +0.0 +0.3 +0.1 = 3.5 1.1 × 1046

GPS 839759950.0 WNB 11ms 100-1000Hz 4 9.8 +0.0 +1.0 +0.4 = 10.9 1.6 × 1048

Aug 16 2006 10:38:56.0 UTC WNB 100ms 100-1000Hz 4 9.0 +0.1 +0.9 +0.3 = 10.1 1.1 × 1048

RDC 200ms 1090Hz 4 15.0 +0.3 +1.6 +0.4 = 16.9 1.2 × 1049

RDC 200ms 1590Hz 4 22.2 +0.9 +2.3 +0.7 = 25.5 6.0 × 1049

RDC 200ms 2090Hz 4 31.1 +2.5 +4.0 +0.9 = 37.6 2.2 × 1050

RDC 200ms 2590Hz 4 36.2 +4.7 +4.6 +1.1 = 45.6 5.0 × 1050

RDL 200ms 1090Hz 4 34.2 +1.0 +3.5 +2.1 = 39.3 6.9 × 1049

RDL 200ms 1590Hz 4 49.3 +2.5 +5.1 +3.0 = 57.7 3.2 × 1050

RDL 200ms 2090Hz 4 64.7 +7.1 +8.3 +4.3 = 81.2 1.1 × 1051

RDL 200ms 2590Hz 4 80.3 +10.4 +10.3 +5.1 = 102.2 2.6 × 1051

SGR 1806−20 H1H2 0.62 - WNB 11ms 100-200Hz 4 3.0 +0.0 +0.3 +0.2 = 3.4 1.0 × 1046

WNB 100ms 100-200Hz 4 2.3 +0.0 +0.2 +0.3 = 2.7 6.8 × 1045

GPS 839777222.0 WNB 11ms 100-1000Hz 4 6.3 +0.0 +0.7 +0.3 = 7.0 6.1 × 1047

Aug 16 2006 15:26:48.0 UTC WNB 100ms 100-1000Hz 4 6.2 +0.1 +0.6 +0.2 = 6.9 5.2 × 1047

RDC 200ms 1090Hz 4 8.5 +0.2 +0.9 +0.3 = 9.6 4.0 × 1048

RDC 200ms 1590Hz 4 12.4 +0.5 +1.3 +0.4 = 14.3 1.9 × 1049

RDC 200ms 2090Hz 4 17.1 +1.4 +2.2 +0.6 = 20.8 6.9 × 1049
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RDC 200ms 2590Hz 4 21.1 +2.7 +2.7 +0.7 = 26.6 1.7 × 1050

RDL 200ms 1090Hz 4 24.7 +0.7 +2.6 +2.7 = 29.2 3.8 × 1049

RDL 200ms 1590Hz 4 29.1 +1.5 +3.0 +4.0 = 35.6 1.2 × 1050

RDL 200ms 2090Hz 4 45.3 +5.0 +5.8 +5.8 = 58.5 5.4 × 1050

RDL 200ms 2590Hz 4 51.8 +6.7 +6.6 +7.6 = 68.6 1.2 × 1051

SGR 1806−20 H2 0.62 - WNB 11ms 100-200Hz 4 5.8 +0.0 +0.5 +0.4 = 6.4 3.7 × 1046

WNB 100ms 100-200Hz 4 4.7 +0.0 +0.4 +0.2 = 5.2 2.4 × 1046

GPS 839777414.0 WNB 11ms 100-1000Hz 4 13.0 +0.0 +1.2 +0.5 = 14.2 2.5 × 1048

Aug 16 2006 15:30:00.0 UTC WNB 100ms 100-1000Hz 4 12.9 +0.1 +1.2 +0.4 = 14.2 2.2 × 1048

RDC 200ms 1090Hz 4 14.6 +0.3 +1.3 +0.5 = 16.3 1.1 × 1049

RDC 200ms 1590Hz 4 21.7 +0.9 +2.0 +0.7 = 24.7 5.7 × 1049

RDC 200ms 2090Hz 4 29.3 +2.3 +2.3 +1.0 = 34.2 1.9 × 1050

RDC 200ms 2590Hz 4 37.4 +4.9 +2.9 +1.5 = 45.5 5.0 × 1050

RDL 200ms 1090Hz 4 44.3 +1.3 +4.1 +4.9 = 51.9 1.2 × 1050

RDL 200ms 1590Hz 4 74.7 +3.7 +6.9 +10.7 = 91.1 7.8 × 1050

RDL 200ms 2090Hz 4 96.6 +10.6 +7.4 +13.8 = 122.9 2.4 × 1051

RDL 200ms 2590Hz 4 139.9 +18.2 +10.7 +19.1 = 180.0 8.1 × 1051

SGR 1806−20 L1H1H2 0.63 0.66 WNB 11ms 100-200Hz 4 2.1 +0.0 +0.2 +0.1 = 2.4 5.1 × 1045

WNB 100ms 100-200Hz 4 1.8 +0.0 +0.2 +0.1 = 1.9 3.3 × 1045

GPS 839778322.0 WNB 11ms 100-1000Hz 4 4.2 +0.0 +0.4 +0.2 = 4.7 2.7 × 1047

Aug 16 2006 15:45:08.0 UTC WNB 100ms 100-1000Hz 4 4.1 +0.0 +0.4 +0.2 = 4.6 2.3 × 1047

RDC 200ms 1090Hz 4 7.7 +0.2 +0.8 +0.2 = 8.7 3.3 × 1048

RDC 200ms 1590Hz 4 10.9 +0.4 +1.1 +0.3 = 12.5 1.4 × 1049

RDC 200ms 2090Hz 4 14.0 +1.1 +1.8 +0.4 = 16.9 4.5 × 1049

RDC 200ms 2590Hz 4 17.3 +2.2 +2.2 +0.5 = 21.8 1.2 × 1050

RDL 200ms 1090Hz 4 24.7 +0.7 +2.6 +2.9 = 29.3 3.8 × 1049

RDL 200ms 1590Hz 4 36.3 +1.8 +3.8 +5.5 = 44.8 1.9 × 1050

RDL 200ms 2090Hz 4 45.3 +5.0 +5.8 +8.5 = 60.6 5.8 × 1050

RDL 200ms 2590Hz 4 54.7 +7.1 +7.0 +7.3 = 72.0 1.3 × 1051

SGR 1806−20 L1H1H2 0.62 0.55 WNB 11ms 100-200Hz 4 2.6 +0.0 +0.3 +0.2 = 2.9 7.5 × 1045

WNB 100ms 100-200Hz 4 2.0 +0.0 +0.2 +0.1 = 2.2 4.3 × 1045

GPS 839784237.0 WNB 11ms 100-1000Hz 4 4.8 +0.0 +0.5 +0.2 = 5.3 3.7 × 1047

Aug 16 2006 17:23:43.0 UTC WNB 100ms 100-1000Hz 4 4.5 +0.0 +0.5 +0.2 = 5.0 2.7 × 1047

RDC 200ms 1090Hz 4 9.0 +0.2 +0.9 +0.2 = 10.1 4.4 × 1048

RDC 200ms 1590Hz 4 12.5 +0.5 +1.3 +0.4 = 14.4 1.9 × 1049

RDC 200ms 2090Hz 4 16.4 +1.3 +2.1 +0.5 = 19.9 6.4 × 1049

RDC 200ms 2590Hz 4 20.5 +2.7 +2.6 +0.5 = 25.8 1.6 × 1050

RDL 200ms 1090Hz 4 27.1 +0.8 +2.8 +3.6 = 32.5 4.7 × 1049

RDL 200ms 1590Hz 4 39.7 +2.0 +4.1 +4.7 = 47.9 2.2 × 1050

RDL 200ms 2090Hz 4 60.1 +6.6 +7.7 +6.8 = 76.9 9.5 × 1050

RDL 200ms 2590Hz 4 68.9 +9.0 +8.8 +6.9 = 89.1 2.0 × 1051

SGR 1806−20 L1H1H2 0.42 0.62 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.3 = 3.9 1.3 × 1046

WNB 100ms 100-200Hz 4 2.5 +0.0 +0.3 +0.1 = 2.8 6.8 × 1045

GPS 839853350.0 WNB 11ms 100-1000Hz 4 6.6 +0.0 +0.7 +0.3 = 7.4 6.6 × 1047

Aug 17 2006 12:35:36.0 UTC WNB 100ms 100-1000Hz 4 6.3 +0.1 +0.7 +0.3 = 7.1 5.6 × 1047

RDC 200ms 1090Hz 4 8.7 +0.2 +0.9 +0.4 = 9.8 4.2 × 1048
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RDC 200ms 1590Hz 4 12.3 +0.5 +1.3 +0.5 = 14.1 1.9 × 1049

RDC 200ms 2090Hz 4 16.6 +1.3 +2.1 +0.7 = 20.2 6.5 × 1049

RDC 200ms 2590Hz 4 19.6 +2.6 +2.5 +0.7 = 24.8 1.5 × 1050

RDL 200ms 1090Hz 4 23.1 +0.7 +2.4 +2.1 = 27.0 3.2 × 1049

RDL 200ms 1590Hz 4 28.9 +1.4 +3.0 +5.9 = 37.0 1.3 × 1050

RDL 200ms 2090Hz 4 43.7 +4.8 +5.6 +6.1 = 56.8 5.2 × 1050

RDL 200ms 2590Hz 4 56.8 +7.4 +7.3 +8.5 = 75.3 1.3 × 1051

SGR 1806−20 H1H2 0.28 - WNB 11ms 100-200Hz 4 7.6 +0.0 +0.8 +0.5 = 8.5 6.5 × 1046

WNB 100ms 100-200Hz 4 6.2 +0.0 +0.6 +0.2 = 6.9 4.2 × 1046

GPS 840002282.0 WNB 11ms 100-1000Hz 4 13.1 +0.0 +1.4 +0.5 = 14.6 2.6 × 1048

Aug 19 2006 05:57:48.0 UTC WNB 100ms 100-1000Hz 4 13.0 +0.1 +1.3 +0.4 = 14.5 2.3 × 1048

RDC 200ms 1090Hz 4 19.4 +0.4 +2.0 +0.6 = 21.8 2.1 × 1049

RDC 200ms 1590Hz 4 27.2 +1.1 +2.8 +0.7 = 31.2 8.9 × 1049

RDC 200ms 2090Hz 4 37.4 +3.0 +4.8 +1.4 = 45.4 3.3 × 1050

RDC 200ms 2590Hz 4 44.8 +5.8 +5.7 +1.4 = 56.5 7.6 × 1050

RDL 200ms 1090Hz 4 54.7 +1.6 +5.7 +10.3 = 68.1 2.1 × 1050

RDL 200ms 1590Hz 4 83.4 +4.2 +8.6 +10.8 = 101.4 9.8 × 1050

RDL 200ms 2090Hz 4 93.7 +10.3 +12.0 +17.8 = 125.5 2.5 × 1051

RDL 200ms 2590Hz 4 139.9 +18.2 +17.9 +17.4 = 183.0 8.3 × 1051

SGR 1806−20 H1H2 0.60 - WNB 11ms 100-200Hz 4 2.9 +0.0 +0.3 +0.2 = 3.3 9.7 × 1045

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.4 × 1045

GPS 840033883.0 WNB 11ms 100-1000Hz 4 5.9 +0.0 +0.6 +0.2 = 6.5 5.2 × 1047

Aug 19 2006 14:44:29.0 UTC WNB 100ms 100-1000Hz 4 5.8 +0.1 +0.6 +0.2 = 6.4 4.6 × 1047

RDC 200ms 1090Hz 4 8.9 +0.2 +0.9 +0.3 = 10.0 4.3 × 1048

RDC 200ms 1590Hz 4 12.8 +0.5 +1.3 +0.4 = 14.7 2.0 × 1049

RDC 200ms 2090Hz 4 17.0 +1.4 +2.2 +0.5 = 20.6 6.7 × 1049

RDC 200ms 2590Hz 4 20.2 +2.6 +2.6 +0.7 = 25.5 1.5 × 1050

RDL 200ms 1090Hz 4 24.6 +0.7 +2.5 +3.3 = 29.5 3.9 × 1049

RDL 200ms 1590Hz 4 32.0 +1.6 +3.3 +4.7 = 39.3 1.4 × 1050

RDL 200ms 2090Hz 4 53.0 +5.8 +6.8 +5.0 = 67.2 7.3 × 1050

RDL 200ms 2590Hz 4 70.0 +9.1 +9.0 +9.3 = 92.0 2.1 × 1051

SGR 1806−20 H1H2 0.30 - WNB 11ms 100-200Hz 4 7.2 +0.0 +0.8 +0.4 = 8.1 5.9 × 1046

WNB 100ms 100-200Hz 4 5.8 +0.0 +0.6 +0.2 = 6.5 3.7 × 1046

GPS 840068766.0 WNB 11ms 100-1000Hz 4 13.6 +0.0 +1.4 +0.5 = 15.1 2.9 × 1048

Aug 20 2006 00:25:52.0 UTC WNB 100ms 100-1000Hz 4 12.6 +0.1 +1.3 +0.4 = 14.1 2.2 × 1048

RDC 200ms 1090Hz 4 18.2 +0.4 +1.9 +0.7 = 20.6 1.8 × 1049

RDC 200ms 1590Hz 4 25.7 +1.0 +2.7 +0.9 = 29.5 7.9 × 1049

RDC 200ms 2090Hz 4 35.0 +2.8 +4.5 +1.2 = 42.5 2.8 × 1050

RDC 200ms 2590Hz 4 43.8 +5.7 +5.6 +1.4 = 55.2 7.2 × 1050

RDL 200ms 1090Hz 4 61.4 +1.8 +6.4 +7.9 = 73.5 2.4 × 1050

RDL 200ms 1590Hz 4 88.8 +4.4 +9.2 +11.3 = 107.9 1.1 × 1051

RDL 200ms 2090Hz 4 114.5 +12.6 +14.7 +15.1 = 148.2 3.5 × 1051

RDL 200ms 2590Hz 4 130.8 +17.0 +16.7 +16.7 = 171.5 7.2 × 1051

SGR 1806−20 H1H2 0.32 - WNB 11ms 100-200Hz 4 5.6 +0.0 +0.6 +0.4 = 6.3 3.5 × 1046

WNB 100ms 100-200Hz 4 4.4 +0.0 +0.5 +0.2 = 4.9 2.1 × 1046

GPS 840091246.0 WNB 11ms 100-1000Hz 4 10.4 +0.0 +1.1 +0.5 = 11.6 1.7 × 1048
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Aug 20 2006 06:40:32.0 UTC WNB 100ms 100-1000Hz 4 9.8 +0.1 +1.0 +0.3 = 11.0 1.3 × 1048

RDC 200ms 1090Hz 4 17.5 +0.4 +1.8 +0.5 = 19.8 1.7 × 1049

RDC 200ms 1590Hz 4 25.2 +1.0 +2.6 +0.8 = 28.9 7.6 × 1049

RDC 200ms 2090Hz 4 34.8 +2.8 +4.5 +1.0 = 42.1 2.8 × 1050

RDC 200ms 2590Hz 4 41.1 +5.3 +5.3 +1.3 = 51.9 6.5 × 1050

RDL 200ms 1090Hz 4 56.3 +1.7 +5.8 +7.4 = 67.4 2.0 × 1050

RDL 200ms 1590Hz 4 72.0 +3.6 +7.5 +9.3 = 87.6 7.2 × 1050

RDL 200ms 2090Hz 4 115.9 +12.7 +14.8 +17.0 = 151.2 3.7 × 1051

RDL 200ms 2590Hz 4 146.2 +19.0 +18.7 +20.8 = 193.2 9.1 × 1051

SGR 1806−20 L1H1H2 0.34 0.43 WNB 11ms 100-200Hz 4 3.5 +0.0 +0.4 +0.2 = 4.0 1.4 × 1046

WNB 100ms 100-200Hz 4 3.0 +0.0 +0.3 +0.1 = 3.3 9.5 × 1045

GPS 840165296.0 WNB 11ms 100-1000Hz 4 7.7 +0.0 +0.8 +0.4 = 8.6 9.3 × 1047

Aug 21 2006 03:14:42.0 UTC WNB 100ms 100-1000Hz 4 7.1 +0.1 +0.7 +0.2 = 7.9 6.8 × 1047

RDC 200ms 1090Hz 4 11.8 +0.2 +1.2 +0.5 = 13.4 7.7 × 1048

RDC 200ms 1590Hz 4 16.0 +0.6 +1.7 +0.6 = 18.4 3.1 × 1049

RDC 200ms 2090Hz 4 22.3 +1.8 +2.9 +0.9 = 27.1 1.2 × 1050

RDC 200ms 2590Hz 4 27.7 +3.6 +3.5 +1.1 = 35.0 3.0 × 1050

RDL 200ms 1090Hz 4 30.8 +0.9 +3.2 +3.2 = 36.2 5.8 × 1049

RDL 200ms 1590Hz 4 40.4 +2.0 +4.2 +5.2 = 49.2 2.3 × 1050

RDL 200ms 2090Hz 4 60.6 +6.7 +7.8 +6.1 = 77.1 9.5 × 1050

RDL 200ms 2590Hz 4 72.3 +9.4 +9.3 +7.2 = 93.4 2.2 × 1051

SGR 1806−20 H1H2 0.27 - WNB 11ms 100-200Hz 4 6.2 +0.0 +0.6 +0.4 = 7.0 4.4 × 1046

WNB 100ms 100-200Hz 4 5.5 +0.0 +0.6 +0.3 = 6.1 3.3 × 1046

GPS 840170960.0 WNB 11ms 100-1000Hz 4 13.5 +0.0 +1.4 +0.6 = 15.0 2.8 × 1048

Aug 21 2006 04:49:06.0 UTC WNB 100ms 100-1000Hz 4 13.1 +0.1 +1.4 +0.5 = 14.7 2.4 × 1048

RDC 200ms 1090Hz 4 19.2 +0.4 +2.0 +0.7 = 21.7 2.0 × 1049

RDC 200ms 1590Hz 4 27.8 +1.1 +2.9 +0.8 = 31.9 9.4 × 1049

RDC 200ms 2090Hz 4 37.9 +3.0 +4.8 +1.2 = 45.9 3.3 × 1050

RDC 200ms 2590Hz 4 46.7 +6.1 +6.0 +1.8 = 59.0 8.2 × 1050

RDL 200ms 1090Hz 4 59.1 +1.8 +6.1 +11.0 = 73.4 2.4 × 1050

RDL 200ms 1590Hz 4 83.1 +4.2 +8.6 +10.7 = 100.9 9.5 × 1050

RDL 200ms 2090Hz 4 112.4 +12.4 +14.4 +18.0 = 147.9 3.5 × 1051

RDL 200ms 2590Hz 4 138.2 +18.0 +17.7 +13.3 = 178.3 7.3 × 1051

SGR 1806−20 L1 - 0.33 WNB 11ms 100-200Hz 4 5.0 +0.0 +0.4 +0.4 = 5.5 2.7 × 1046

WNB 100ms 100-200Hz 4 4.1 +0.0 +0.3 +0.2 = 4.4 1.7 × 1046

GPS 840177130.0 WNB 11ms 100-1000Hz 4 11.0 +0.0 +0.8 +0.6 = 12.0 2.0 × 1048

Aug 21 2006 06:31:56.0 UTC WNB 100ms 100-1000Hz 4 10.5 +0.1 +0.8 +0.4 = 11.5 1.5 × 1048

RDC 200ms 1090Hz 4 19.9 +0.4 +1.5 +0.7 = 22.0 2.1 × 1049

RDC 200ms 1590Hz 4 28.1 +1.1 +2.2 +0.8 = 31.5 9.2 × 1049

RDC 200ms 2090Hz 4 36.4 +2.9 +2.8 +1.1 = 42.3 2.8 × 1050

RDC 200ms 2590Hz 4 48.6 +6.3 +3.7 +1.4 = 59.0 8.4 × 1050

RDL 200ms 1090Hz 4 55.6 +1.7 +4.3 +8.3 = 66.6 2.0 × 1050

RDL 200ms 1590Hz 4 91.7 +4.6 +7.0 +10.7 = 109.1 1.1 × 1051

RDL 200ms 2090Hz 4 104.4 +11.5 +8.0 +17.2 = 134.9 3.0 × 1051

RDL 200ms 2590Hz 4 141.0 +18.3 +10.8 +23.0 = 184.8 8.3 × 1051

SGR 1806−20 L1H1H2 0.48 0.66 WNB 11ms 100-200Hz 4 2.1 +0.0 +0.2 +0.2 = 2.4 5.3 × 1045
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WNB 100ms 100-200Hz 4 1.8 +0.0 +0.2 +0.1 = 2.0 3.4 × 1045

GPS 840200182.0 WNB 11ms 100-1000Hz 4 5.5 +0.0 +0.6 +0.2 = 6.1 4.6 × 1047

Aug 21 2006 12:56:08.0 UTC WNB 100ms 100-1000Hz 4 4.9 +0.0 +0.5 +0.2 = 5.5 3.3 × 1047

RDC 200ms 1090Hz 4 8.6 +0.2 +0.9 +0.3 = 9.7 4.0 × 1048

RDC 200ms 1590Hz 4 12.2 +0.5 +1.3 +0.3 = 14.0 1.8 × 1049

RDC 200ms 2090Hz 4 16.4 +1.3 +2.1 +0.5 = 19.9 6.3 × 1049

RDC 200ms 2590Hz 4 20.1 +2.6 +2.6 +0.7 = 25.3 1.5 × 1050

RDL 200ms 1090Hz 4 28.8 +0.9 +3.0 +3.7 = 34.4 5.2 × 1049

RDL 200ms 1590Hz 4 39.8 +2.0 +4.1 +5.1 = 48.4 2.2 × 1050

RDL 200ms 2090Hz 4 52.7 +5.8 +6.7 +6.0 = 67.5 7.4 × 1050

RDL 200ms 2590Hz 4 65.4 +8.5 +8.4 +7.4 = 85.1 1.9 × 1051

SGR 1806−20 L1H1H2 0.59 0.69 WNB 11ms 100-200Hz 4 2.7 +0.0 +0.3 +0.2 = 3.0 8.2 × 1045

WNB 100ms 100-200Hz 4 2.2 +0.0 +0.2 +0.1 = 2.4 5.1 × 1045

GPS 840205501.0 WNB 11ms 100-1000Hz 4 7.3 +0.0 +0.8 +0.3 = 8.1 8.3 × 1047

Aug 21 2006 14:24:47.0 UTC WNB 100ms 100-1000Hz 4 6.5 +0.1 +0.7 +0.2 = 7.2 5.8 × 1047

RDC 200ms 1090Hz 4 10.1 +0.2 +1.0 +0.3 = 11.4 5.7 × 1048

RDC 200ms 1590Hz 4 13.5 +0.5 +1.4 +0.5 = 15.5 2.2 × 1049

RDC 200ms 2090Hz 4 18.4 +1.5 +2.4 +0.6 = 22.3 7.8 × 1049

RDC 200ms 2590Hz 4 23.5 +3.1 +3.0 +0.8 = 29.6 2.1 × 1050

RDL 200ms 1090Hz 4 37.2 +1.1 +3.9 +6.3 = 45.7 9.3 × 1049

RDL 200ms 1590Hz 4 42.8 +2.1 +4.4 +6.8 = 53.1 2.7 × 1050

RDL 200ms 2090Hz 4 55.5 +6.1 +7.1 +11.6 = 75.2 8.9 × 1050

RDL 200ms 2590Hz 4 84.7 +11.0 +10.8 +13.9 = 113.3 3.1 × 1051

SGR 1806−20 H1H2 0.63 - WNB 11ms 100-200Hz 4 2.9 +0.0 +0.3 +0.2 = 3.3 9.8 × 1045

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.8 7.0 × 1045

GPS 840212261.0 WNB 11ms 100-1000Hz 4 5.4 +0.0 +0.6 +0.2 = 6.0 4.4 × 1047

Aug 21 2006 16:17:27.0 UTC WNB 100ms 100-1000Hz 4 5.2 +0.1 +0.5 +0.2 = 5.9 3.7 × 1047

RDC 200ms 1090Hz 4 9.3 +0.2 +1.0 +0.2 = 10.5 4.9 × 1048

RDC 200ms 1590Hz 4 13.8 +0.6 +1.4 +0.5 = 15.9 2.3 × 1049

RDC 200ms 2090Hz 4 18.3 +1.5 +2.3 +0.6 = 22.2 7.7 × 1049

RDC 200ms 2590Hz 4 22.6 +2.9 +2.9 +0.7 = 28.5 2.0 × 1050

RDL 200ms 1090Hz 4 33.8 +1.0 +3.5 +4.5 = 40.5 7.4 × 1049

RDL 200ms 1590Hz 4 47.1 +2.4 +4.9 +7.0 = 58.0 3.1 × 1050

RDL 200ms 2090Hz 4 61.8 +6.8 +7.9 +8.2 = 80.0 1.0 × 1051

RDL 200ms 2590Hz 4 75.2 +9.8 +9.6 +11.6 = 100.1 2.4 × 1051

SGR 1806−20 H1H2 0.60 - WNB 11ms 100-200Hz 4 3.3 +0.0 +0.3 +0.4 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.1 8.5 × 1045

GPS 840217529.0 WNB 11ms 100-1000Hz 4 6.4 +0.0 +0.7 +0.3 = 7.1 6.5 × 1047

Aug 21 2006 17:45:15.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.2 = 7.2 5.6 × 1047

RDC 200ms 1090Hz 4 8.5 +0.2 +0.9 +0.3 = 9.6 4.0 × 1048

RDC 200ms 1590Hz 4 12.1 +0.5 +1.3 +0.4 = 13.9 1.8 × 1049

RDC 200ms 2090Hz 4 16.7 +1.3 +2.1 +0.5 = 20.3 6.6 × 1049

RDC 200ms 2590Hz 4 20.1 +2.6 +2.6 +0.8 = 25.4 1.5 × 1050

RDL 200ms 1090Hz 4 26.4 +0.8 +2.7 +3.2 = 31.4 4.4 × 1049

RDL 200ms 1590Hz 4 37.2 +1.9 +3.9 +4.7 = 45.1 2.0 × 1050

RDL 200ms 2090Hz 4 39.5 +4.3 +5.1 +7.2 = 52.6 4.3 × 1050
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RDL 200ms 2590Hz 4 52.9 +6.9 +6.8 +7.6 = 70.0 1.2 × 1051

SGR 1806−20 L1H1H2 0.62 0.67 WNB 11ms 100-200Hz 4 3.5 +0.0 +0.4 +0.3 = 3.9 1.4 × 1046

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.4 × 1045

GPS 840380610.0 WNB 11ms 100-1000Hz 4 14.6 +0.0 +1.5 +0.6 = 16.2 3.3 × 1048

Aug 23 2006 15:03:16.0 UTC WNB 100ms 100-1000Hz 4 12.3 +0.1 +1.3 +0.2 = 13.7 2.2 × 1048

RDC 200ms 1090Hz 4 8.7 +0.2 +0.9 +0.2 = 9.8 4.1 × 1048

RDC 200ms 1590Hz 4 11.9 +0.5 +1.2 +0.3 = 13.6 1.7 × 1049

RDC 200ms 2090Hz 4 16.7 +1.3 +2.1 +0.5 = 20.2 6.6 × 1049

RDC 200ms 2590Hz 4 19.9 +2.6 +2.5 +0.4 = 25.1 1.5 × 1050

RDL 200ms 1090Hz 4 28.7 +0.9 +3.0 +2.9 = 33.7 5.1 × 1049

RDL 200ms 1590Hz 4 44.2 +2.2 +4.6 +6.0 = 53.9 2.8 × 1050

RDL 200ms 2090Hz 4 61.6 +6.8 +7.9 +8.4 = 80.0 1.0 × 1051

RDL 200ms 2590Hz 4 75.4 +9.8 +9.6 +9.9 = 99.0 2.4 × 1051

SGR 1806−20 L1H1H2 0.62 0.68 WNB 11ms 100-200Hz 4 2.4 +0.0 +0.3 +0.2 = 2.7 6.6 × 1045

WNB 100ms 100-200Hz 4 1.9 +0.0 +0.2 +0.1 = 2.1 3.7 × 1045

GPS 840466540.0 WNB 11ms 100-1000Hz 4 4.7 +0.0 +0.5 +0.2 = 5.2 3.5 × 1047

Aug 24 2006 14:55:26.0 UTC WNB 100ms 100-1000Hz 4 4.3 +0.0 +0.4 +0.2 = 4.9 2.6 × 1047

RDC 200ms 1090Hz 4 6.6 +0.1 +0.7 +0.2 = 7.5 2.4 × 1048

RDC 200ms 1590Hz 4 9.6 +0.4 +1.0 +0.4 = 11.0 1.1 × 1049

RDC 200ms 2090Hz 4 13.2 +1.1 +1.7 +0.5 = 16.1 4.1 × 1049

RDC 200ms 2590Hz 4 16.2 +2.1 +2.1 +0.6 = 20.4 1.0 × 1050

RDL 200ms 1090Hz 4 20.3 +0.6 +2.1 +3.5 = 25.0 2.8 × 1049

RDL 200ms 1590Hz 4 30.4 +1.5 +3.2 +3.6 = 36.8 1.3 × 1050

RDL 200ms 2090Hz 4 41.4 +4.6 +5.3 +5.4 = 53.5 4.6 × 1050

RDL 200ms 2590Hz 4 48.8 +6.3 +6.2 +4.9 = 63.1 9.8 × 1050

SGR 1806−20 L1H1H2 0.62 0.57 WNB 11ms 100-200Hz 4 2.3 +0.0 +0.2 +0.2 = 2.6 5.7 × 1045

WNB 100ms 100-200Hz 4 1.8 +0.0 +0.2 +0.1 = 2.0 3.5 × 1045

GPS 840472928.0 WNB 11ms 100-1000Hz 4 5.2 +0.0 +0.5 +0.2 = 5.8 4.4 × 1047

Aug 24 2006 16:41:54.0 UTC WNB 100ms 100-1000Hz 4 4.7 +0.0 +0.5 +0.2 = 5.3 3.0 × 1047

RDC 200ms 1090Hz 4 7.2 +0.1 +0.7 +0.2 = 8.1 2.9 × 1048

RDC 200ms 1590Hz 4 10.6 +0.4 +1.1 +0.4 = 12.2 1.4 × 1049

RDC 200ms 2090Hz 4 14.4 +1.2 +1.8 +0.5 = 17.5 4.8 × 1049

RDC 200ms 2590Hz 4 16.9 +2.2 +2.2 +0.6 = 21.3 1.1 × 1050

RDL 200ms 1090Hz 4 21.6 +0.6 +2.2 +2.6 = 25.7 2.9 × 1049

RDL 200ms 1590Hz 4 27.8 +1.4 +2.9 +3.6 = 33.8 1.1 × 1050

RDL 200ms 2090Hz 4 41.8 +4.6 +5.4 +4.9 = 53.7 4.6 × 1050

RDL 200ms 2590Hz 4 48.5 +6.3 +6.2 +5.0 = 62.8 9.8 × 1050

SGR 1806−20 H1H2 0.35 - WNB 11ms 100-200Hz 4 5.0 +0.0 +0.5 +0.3 = 5.6 2.8 × 1046

WNB 100ms 100-200Hz 4 3.9 +0.0 +0.4 +0.2 = 4.4 1.7 × 1046

GPS 840509103.8 WNB 11ms 100-1000Hz 4 10.2 +0.0 +1.1 +0.4 = 11.4 1.7 × 1048

Aug 25 2006 02:44:49.8 UTC WNB 100ms 100-1000Hz 4 10.1 +0.1 +1.0 +0.3 = 11.3 1.4 × 1048

RDC 200ms 1090Hz 4 14.9 +0.3 +1.5 +0.5 = 16.8 1.2 × 1049

RDC 200ms 1590Hz 4 21.9 +0.9 +2.3 +0.6 = 25.1 5.8 × 1049

RDC 200ms 2090Hz 4 33.3 +2.7 +4.3 +1.1 = 40.3 2.6 × 1050

RDC 200ms 2590Hz 4 37.2 +4.8 +4.8 +1.2 = 47.0 5.3 × 1050

RDL 200ms 1090Hz 4 43.2 +1.3 +4.5 +8.2 = 53.9 1.2 × 1050
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RDL 200ms 1590Hz 4 68.6 +3.4 +7.1 +9.2 = 83.7 6.7 × 1050

RDL 200ms 2090Hz 4 95.8 +10.5 +12.3 +14.3 = 125.1 2.5 × 1051

RDL 200ms 2590Hz 4 111.5 +14.5 +14.3 +16.7 = 147.9 5.4 × 1051

SGR 1806−20 L1H1H2 0.27 0.04 WNB 11ms 100-200Hz 4 10.8 +0.0 +1.1 +0.8 = 12.2 1.3 × 1047

WNB 100ms 100-200Hz 4 9.1 +0.0 +0.9 +0.4 = 10.2 9.0 × 1046

GPS 840575025.0 WNB 11ms 100-1000Hz 4 23.6 +0.0 +2.4 +1.0 = 26.2 9.1 × 1048

Aug 25 2006 21:03:31.0 UTC WNB 100ms 100-1000Hz 4 21.6 +0.2 +2.2 +0.7 = 24.2 6.5 × 1048

RDC 200ms 1090Hz 4 42.4 +0.8 +4.4 +2.0 = 48.1 1.0 × 1050

RDC 200ms 1590Hz 4 59.0 +2.4 +6.1 +2.6 = 67.9 4.3 × 1050

RDC 200ms 2090Hz 4 79.8 +6.4 +10.2 +3.2 = 96.9 1.5 × 1051

RDC 200ms 2590Hz 4 99.1 +12.9 +12.7 +3.5 = 125.2 3.7 × 1051

RDL 200ms 1090Hz 4 105.1 +3.2 +10.9 +13.2 = 125.3 7.0 × 1050

RDL 200ms 1590Hz 4 147.5 +7.4 +15.3 +14.3 = 175.8 2.9 × 1051

RDL 200ms 2090Hz 4 194.2 +21.4 +24.9 +22.7 = 249.3 1.0 × 1052

RDL 200ms 2590Hz 4 245.4 +31.9 +31.4 +32.0 = 322.2 2.5 × 1052

SGR 1806−20 H1H2 0.37 - WNB 11ms 100-200Hz 4 5.3 +0.0 +0.6 +0.4 = 6.0 3.2 × 1046

WNB 100ms 100-200Hz 4 4.2 +0.0 +0.4 +0.2 = 4.7 1.9 × 1046

GPS 840593631.0 WNB 11ms 100-1000Hz 4 9.2 +0.0 +1.0 +0.4 = 10.2 1.3 × 1048

Aug 26 2006 02:13:37.0 UTC WNB 100ms 100-1000Hz 4 9.2 +0.1 +0.9 +0.4 = 10.3 1.1 × 1048

RDC 200ms 1090Hz 4 14.5 +0.3 +1.5 +0.5 = 16.3 1.1 × 1049

RDC 200ms 1590Hz 4 21.0 +0.8 +2.2 +0.7 = 24.1 5.4 × 1049

RDC 200ms 2090Hz 4 29.7 +2.4 +3.8 +0.9 = 36.0 2.1 × 1050

RDC 200ms 2590Hz 4 36.6 +4.8 +4.7 +1.2 = 46.2 5.1 × 1050

RDL 200ms 1090Hz 4 51.3 +1.5 +5.3 +7.0 = 61.6 1.7 × 1050

RDL 200ms 1590Hz 4 70.2 +3.5 +7.3 +8.0 = 84.5 6.7 × 1050

RDL 200ms 2090Hz 4 85.2 +9.4 +10.9 +11.6 = 110.5 2.0 × 1051

RDL 200ms 2590Hz 4 104.5 +13.6 +13.4 +15.7 = 138.7 4.8 × 1051

SGR 1806−20 H1H2 0.31 - WNB 11ms 100-200Hz 4 5.5 +0.0 +0.6 +0.3 = 6.2 3.4 × 1046

WNB 100ms 100-200Hz 4 4.8 +0.0 +0.5 +0.2 = 5.3 2.5 × 1046

GPS 840597829.0 WNB 11ms 100-1000Hz 4 12.2 +0.0 +1.3 +0.5 = 13.5 2.3 × 1048

Aug 26 2006 03:23:35.0 UTC WNB 100ms 100-1000Hz 4 11.3 +0.1 +1.2 +0.4 = 12.7 1.8 × 1048

RDC 200ms 1090Hz 4 16.8 +0.3 +1.7 +0.5 = 18.9 1.6 × 1049

RDC 200ms 1590Hz 4 24.8 +1.0 +2.6 +0.8 = 28.4 7.3 × 1049

RDC 200ms 2090Hz 4 34.5 +2.8 +4.4 +1.3 = 41.8 2.7 × 1050

RDC 200ms 2590Hz 4 42.5 +5.5 +5.4 +1.6 = 53.7 6.9 × 1050

RDL 200ms 1090Hz 4 51.6 +1.5 +5.3 +7.9 = 62.6 1.7 × 1050

RDL 200ms 1590Hz 4 80.2 +4.0 +8.3 +10.6 = 97.7 9.0 × 1050

RDL 200ms 2090Hz 4 119.0 +13.1 +15.2 +19.9 = 157.1 3.9 × 1051

RDL 200ms 2590Hz 4 123.1 +16.0 +15.8 +14.8 = 160.7 6.4 × 1051

SGR 1806−20 H1H2 0.27 - WNB 11ms 100-200Hz 4 6.4 +0.0 +0.7 +0.4 = 7.2 4.7 × 1046

WNB 100ms 100-200Hz 4 5.4 +0.0 +0.6 +0.2 = 6.0 3.2 × 1046

GPS 840600816.0 WNB 11ms 100-1000Hz 4 13.3 +0.0 +1.4 +0.5 = 14.8 2.7 × 1048

Aug 26 2006 04:13:22.0 UTC WNB 100ms 100-1000Hz 4 13.6 +0.1 +1.4 +0.4 = 15.2 2.5 × 1048

RDC 200ms 1090Hz 4 20.1 +0.4 +2.1 +0.6 = 22.7 2.2 × 1049

RDC 200ms 1590Hz 4 30.9 +1.2 +3.2 +1.0 = 35.5 1.2 × 1050

RDC 200ms 2090Hz 4 42.3 +3.4 +5.4 +1.5 = 51.3 4.1 × 1050
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RDC 200ms 2590Hz 4 52.2 +6.8 +6.7 +1.8 = 65.9 1.0 × 1051

RDL 200ms 1090Hz 4 77.1 +2.3 +8.0 +10.1 = 92.2 3.8 × 1050

RDL 200ms 1590Hz 4 86.7 +4.3 +9.0 +12.6 = 106.5 1.1 × 1051

RDL 200ms 2090Hz 4 143.7 +15.8 +18.4 +15.4 = 183.5 5.4 × 1051

RDL 200ms 2590Hz 4 160.9 +20.9 +20.6 +20.4 = 210.8 1.1 × 1052

SGR 1806−20 H1H2 0.27 - WNB 11ms 100-200Hz 4 8.5 +0.0 +0.9 +0.8 = 9.8 8.4 × 1046

WNB 100ms 100-200Hz 4 6.6 +0.0 +0.7 +0.2 = 7.3 4.7 × 1046

GPS 840601539.0 WNB 11ms 100-1000Hz 4 15.1 +0.0 +1.6 +0.6 = 16.8 3.4 × 1048

Aug 26 2006 04:25:25.0 UTC WNB 100ms 100-1000Hz 4 15.0 +0.1 +1.6 +0.5 = 16.8 3.1 × 1048

RDC 200ms 1090Hz 4 18.8 +0.4 +2.0 +0.8 = 21.3 1.9 × 1049

RDC 200ms 1590Hz 4 27.7 +1.1 +2.9 +0.9 = 31.9 9.3 × 1049

RDC 200ms 2090Hz 4 36.5 +2.9 +4.7 +1.4 = 44.3 3.1 × 1050

RDC 200ms 2590Hz 4 47.0 +6.1 +6.0 +1.8 = 59.4 8.5 × 1050

RDL 200ms 1090Hz 4 46.0 +1.4 +4.8 +5.6 = 54.8 1.4 × 1050

RDL 200ms 1590Hz 4 73.4 +3.7 +7.6 +14.4 = 93.4 8.0 × 1050

RDL 200ms 2090Hz 4 97.9 +10.8 +12.5 +23.2 = 135.0 2.9 × 1051

RDL 200ms 2590Hz 4 112.3 +14.6 +14.4 +16.8 = 148.9 5.4 × 1051

SGR 1806−20 H1H2 0.32 - WNB 11ms 100-200Hz 4 5.2 +0.0 +0.5 +0.3 = 5.9 3.1 × 1046

WNB 100ms 100-200Hz 4 4.7 +0.0 +0.5 +0.2 = 5.2 2.4 × 1046

GPS 840617488.0 WNB 11ms 100-1000Hz 4 11.6 +0.0 +1.2 +0.4 = 12.9 2.1 × 1048

Aug 26 2006 08:51:14.0 UTC WNB 100ms 100-1000Hz 4 11.2 +0.1 +1.2 +0.4 = 12.6 1.8 × 1048

RDC 200ms 1090Hz 4 18.0 +0.4 +1.9 +0.5 = 20.3 1.8 × 1049

RDC 200ms 1590Hz 4 25.6 +1.0 +2.7 +0.8 = 29.4 7.8 × 1049

RDC 200ms 2090Hz 4 35.3 +2.8 +4.5 +1.1 = 42.7 2.8 × 1050

RDC 200ms 2590Hz 4 46.2 +6.0 +5.9 +1.4 = 58.3 8.1 × 1050

RDL 200ms 1090Hz 4 58.5 +1.8 +6.1 +7.0 = 69.5 2.2 × 1050

RDL 200ms 1590Hz 4 82.8 +4.1 +8.6 +15.0 = 104.2 9.8 × 1050

RDL 200ms 2090Hz 4 105.4 +11.6 +13.5 +18.1 = 139.6 3.1 × 1051

RDL 200ms 2590Hz 4 132.7 +17.2 +17.0 +15.2 = 172.7 7.3 × 1051

SGR 1806−20 H1H2 0.48 - WNB 11ms 100-200Hz 4 4.1 +0.0 +0.4 +0.3 = 4.6 1.9 × 1046

WNB 100ms 100-200Hz 4 3.4 +0.0 +0.4 +0.1 = 3.8 1.3 × 1046

GPS 840630789.0 WNB 11ms 100-1000Hz 4 7.1 +0.0 +0.7 +0.3 = 7.9 7.7 × 1047

Aug 26 2006 12:32:55.0 UTC WNB 100ms 100-1000Hz 4 6.9 +0.1 +0.7 +0.2 = 7.8 6.6 × 1047

RDC 200ms 1090Hz 4 12.0 +0.2 +1.2 +0.3 = 13.5 7.9 × 1048

RDC 200ms 1590Hz 4 17.2 +0.7 +1.8 +0.5 = 19.7 3.6 × 1049

RDC 200ms 2090Hz 4 23.8 +1.9 +3.0 +0.8 = 28.9 1.3 × 1050

RDC 200ms 2590Hz 4 29.3 +3.8 +3.8 +0.9 = 37.0 3.3 × 1050

RDL 200ms 1090Hz 4 36.4 +1.1 +3.8 +4.6 = 43.4 8.6 × 1049

RDL 200ms 1590Hz 4 57.0 +2.9 +5.9 +7.9 = 69.8 4.6 × 1050

RDL 200ms 2090Hz 4 80.7 +8.9 +10.3 +11.5 = 105.1 1.7 × 1051

RDL 200ms 2590Hz 4 110.5 +14.4 +14.1 +15.0 = 145.5 5.1 × 1051

SGR 1806−20 L1H1H2 0.52 0.32 WNB 11ms 100-200Hz 4 3.0 +0.0 +0.3 +0.3 = 3.4 1.1 × 1046

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.2 × 1045

GPS 840653341.0 WNB 11ms 100-1000Hz 4 8.1 +0.0 +0.8 +0.3 = 9.0 9.9 × 1047

Aug 26 2006 18:48:47.0 UTC WNB 100ms 100-1000Hz 4 7.4 +0.1 +0.8 +0.2 = 8.3 7.6 × 1047

RDC 200ms 1090Hz 4 12.7 +0.3 +1.3 +0.3 = 14.3 8.9 × 1048
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RDC 200ms 1590Hz 4 18.5 +0.7 +1.9 +0.6 = 21.2 4.1 × 1049

RDC 200ms 2090Hz 4 25.0 +2.0 +3.2 +0.9 = 30.3 1.4 × 1050

RDC 200ms 2590Hz 4 30.7 +4.0 +3.9 +1.1 = 38.7 3.6 × 1050

RDL 200ms 1090Hz 4 34.0 +1.0 +3.5 +2.4 = 39.3 6.9 × 1049

RDL 200ms 1590Hz 4 49.0 +2.4 +5.1 +3.6 = 57.7 3.1 × 1050

RDL 200ms 2090Hz 4 65.7 +7.2 +8.4 +4.9 = 82.7 1.1 × 1051

RDL 200ms 2590Hz 4 71.6 +9.3 +9.2 +9.1 = 93.8 2.1 × 1051

SGR 1806−20 L1H1H2 0.17 0.21 WNB 11ms 100-200Hz 4 7.4 +0.0 +0.8 +0.3 = 8.3 6.0 × 1046

WNB 100ms 100-200Hz 4 6.4 +0.0 +0.7 +0.2 = 7.1 4.5 × 1046

GPS 840665286.0 WNB 11ms 100-1000Hz 4 17.5 +0.0 +1.8 +0.7 = 19.5 4.7 × 1048

Aug 26 2006 22:07:52.0 UTC WNB 100ms 100-1000Hz 4 17.0 +0.2 +1.8 +0.6 = 19.0 4.0 × 1048

RDC 200ms 1090Hz 4 42.1 +0.8 +4.4 +1.6 = 47.6 9.8 × 1049

RDC 200ms 1590Hz 4 60.6 +2.4 +6.3 +2.4 = 69.7 4.4 × 1050

RDC 200ms 2090Hz 4 86.3 +6.9 +11.0 +2.9 = 104.6 1.7 × 1051

RDC 200ms 2590Hz 4 99.0 +12.9 +12.7 +4.1 = 125.2 3.7 × 1051

RDL 200ms 1090Hz 4 33.3 +1.0 +3.5 +2.0 = 38.3 6.6 × 1049

RDL 200ms 1590Hz 4 49.2 +2.5 +5.1 +2.2 = 57.2 3.1 × 1050

RDL 200ms 2090Hz 4 67.4 +7.4 +8.6 +4.0 = 84.4 1.2 × 1051

RDL 200ms 2590Hz 4 80.3 +10.4 +10.3 +4.9 = 102.1 2.6 × 1051

SGR 1806−20 L1H1H2 0.32 0.40 WNB 11ms 100-200Hz 4 3.7 +0.0 +0.4 +0.2 = 4.2 1.5 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.4 1.0 × 1046

GPS 840683699.0 WNB 11ms 100-1000Hz 4 7.5 +0.0 +0.8 +0.3 = 8.3 8.6 × 1047

Aug 27 2006 03:14:45.0 UTC WNB 100ms 100-1000Hz 4 7.0 +0.1 +0.7 +0.2 = 7.8 6.6 × 1047

RDC 200ms 1090Hz 4 12.2 +0.2 +1.3 +0.4 = 13.8 8.3 × 1048

RDC 200ms 1590Hz 4 17.6 +0.7 +1.8 +0.6 = 20.2 3.8 × 1049

RDC 200ms 2090Hz 4 24.3 +1.9 +3.1 +1.0 = 29.5 1.4 × 1050

RDC 200ms 2590Hz 4 28.8 +3.7 +3.7 +1.0 = 36.4 3.2 × 1050

RDL 200ms 1090Hz 4 36.2 +1.1 +3.7 +3.0 = 42.0 7.9 × 1049

RDL 200ms 1590Hz 4 48.4 +2.4 +5.0 +5.0 = 57.9 3.2 × 1050

RDL 200ms 2090Hz 4 63.4 +7.0 +8.1 +7.5 = 81.4 1.0 × 1051

RDL 200ms 2590Hz 4 88.0 +11.4 +11.3 +6.7 = 112.5 3.1 × 1051

SGR 1806−20 L1H1H2 0.27 0.34 WNB 11ms 100-200Hz 4 4.6 +0.0 +0.5 +0.3 = 5.2 2.4 × 1046

WNB 100ms 100-200Hz 4 3.3 +0.0 +0.3 +0.1 = 3.7 1.2 × 1046

GPS 840687624.0 WNB 11ms 100-1000Hz 4 10.9 +0.0 +1.1 +0.5 = 12.1 1.9 × 1048

Aug 27 2006 04:20:10.0 UTC WNB 100ms 100-1000Hz 4 10.4 +0.1 +1.1 +0.3 = 11.6 1.5 × 1048

RDC 200ms 1090Hz 4 15.7 +0.3 +1.6 +0.5 = 17.8 1.4 × 1049

RDC 200ms 1590Hz 4 22.8 +0.9 +2.4 +0.8 = 26.2 6.3 × 1049

RDC 200ms 2090Hz 4 30.7 +2.5 +3.9 +1.0 = 37.2 2.2 × 1050

RDC 200ms 2590Hz 4 38.1 +5.0 +4.9 +1.2 = 48.1 5.6 × 1050

RDL 200ms 1090Hz 4 39.6 +1.2 +4.1 +2.5 = 45.6 9.4 × 1049

RDL 200ms 1590Hz 4 53.7 +2.7 +5.6 +5.1 = 63.9 3.9 × 1050

RDL 200ms 2090Hz 4 73.7 +8.1 +9.4 +6.2 = 93.1 1.4 × 1051

RDL 200ms 2590Hz 4 94.8 +12.3 +12.1 +7.9 = 121.6 3.7 × 1051

SGR 1806−20 L1H1H2 0.32 0.40 WNB 11ms 100-200Hz 4 4.5 +0.0 +0.5 +0.3 = 5.0 2.2 × 1046

WNB 100ms 100-200Hz 4 3.6 +0.0 +0.4 +0.1 = 4.0 1.4 × 1046

GPS 840703806.0 WNB 11ms 100-1000Hz 4 9.5 +0.0 +1.0 +0.4 = 10.6 1.4 × 1048
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Aug 27 2006 08:49:52.0 UTC WNB 100ms 100-1000Hz 4 9.0 +0.1 +0.9 +0.3 = 10.0 1.1 × 1048

RDC 200ms 1090Hz 4 14.6 +0.3 +1.5 +0.5 = 16.5 1.2 × 1049

RDC 200ms 1590Hz 4 21.4 +0.9 +2.2 +0.7 = 24.6 5.6 × 1049

RDC 200ms 2090Hz 4 28.8 +2.3 +3.7 +1.1 = 35.0 1.9 × 1050

RDC 200ms 2590Hz 4 36.0 +4.7 +4.6 +1.4 = 45.5 4.9 × 1050

RDL 200ms 1090Hz 4 22.5 +0.7 +2.3 +1.4 = 25.9 3.0 × 1049

RDL 200ms 1590Hz 4 32.4 +1.6 +3.4 +1.9 = 37.9 1.4 × 1050

RDL 200ms 2090Hz 4 44.3 +4.9 +5.7 +2.3 = 55.3 5.0 × 1050

RDL 200ms 2590Hz 4 57.6 +7.5 +7.4 +3.3 = 73.1 1.3 × 1051

SGR 1806−20 L1H1H2 0.47 0.65 WNB 11ms 100-200Hz 4 2.3 +0.0 +0.2 +0.2 = 2.6 5.9 × 1045

WNB 100ms 100-200Hz 4 1.8 +0.0 +0.2 +0.1 = 2.0 3.6 × 1045

GPS 840716740.0 WNB 11ms 100-1000Hz 4 4.4 +0.0 +0.5 +0.2 = 4.9 3.0 × 1047

Aug 27 2006 12:25:26.0 UTC WNB 100ms 100-1000Hz 4 4.4 +0.0 +0.5 +0.2 = 4.9 2.6 × 1047

RDC 200ms 1090Hz 4 8.5 +0.2 +0.9 +0.3 = 9.6 3.9 × 1048

RDC 200ms 1590Hz 4 12.2 +0.5 +1.3 +0.4 = 14.0 1.8 × 1049

RDC 200ms 2090Hz 4 17.4 +1.4 +2.2 +0.6 = 21.1 7.1 × 1049

RDC 200ms 2590Hz 4 19.2 +2.5 +2.5 +0.8 = 24.3 1.4 × 1050

RDL 200ms 1090Hz 4 27.8 +0.8 +2.9 +3.1 = 32.9 4.8 × 1049

RDL 200ms 1590Hz 4 45.2 +2.3 +4.7 +7.2 = 56.0 2.9 × 1050

RDL 200ms 2090Hz 4 54.3 +6.0 +7.0 +7.8 = 70.7 8.0 × 1050

RDL 200ms 2590Hz 4 62.1 +8.1 +7.9 +8.0 = 81.5 1.7 × 1051

SGR 1806−20 L1H1H2 0.50 0.67 WNB 11ms 100-200Hz 4 2.1 +0.0 +0.2 +0.2 = 2.4 5.1 × 1045

WNB 100ms 100-200Hz 4 1.8 +0.0 +0.2 +0.1 = 2.0 3.6 × 1045

GPS 840717708.0 WNB 11ms 100-1000Hz 4 5.1 +0.0 +0.5 +0.2 = 5.7 4.1 × 1047

Aug 27 2006 12:41:34.0 UTC WNB 100ms 100-1000Hz 4 5.0 +0.1 +0.5 +0.2 = 5.6 3.4 × 1047

RDC 200ms 1090Hz 4 8.0 +0.2 +0.8 +0.3 = 9.0 3.5 × 1048

RDC 200ms 1590Hz 4 11.8 +0.5 +1.2 +0.3 = 13.6 1.7 × 1049

RDC 200ms 2090Hz 4 16.5 +1.3 +2.1 +0.5 = 20.0 6.4 × 1049

RDC 200ms 2590Hz 4 20.0 +2.6 +2.6 +0.6 = 25.2 1.5 × 1050

RDL 200ms 1090Hz 4 23.9 +0.7 +2.5 +5.0 = 30.1 4.1 × 1049

RDL 200ms 1590Hz 4 40.8 +2.0 +4.2 +5.1 = 49.4 2.3 × 1050

RDL 200ms 2090Hz 4 54.0 +5.9 +6.9 +7.2 = 69.9 7.9 × 1050

RDL 200ms 2590Hz 4 72.2 +9.4 +9.2 +12.2 = 96.9 2.3 × 1051

SGR 1806−20 H1H2 0.58 - WNB 11ms 100-200Hz 4 3.7 +0.0 +0.4 +0.3 = 4.2 1.6 × 1046

WNB 100ms 100-200Hz 4 3.2 +0.0 +0.3 +0.1 = 3.6 1.1 × 1046

GPS 840807525.0 WNB 11ms 100-1000Hz 4 6.7 +0.0 +0.7 +0.3 = 7.5 6.9 × 1047

Aug 28 2006 13:38:31.0 UTC WNB 100ms 100-1000Hz 4 6.7 +0.1 +0.7 +0.2 = 7.5 6.1 × 1047

RDC 200ms 1090Hz 4 9.0 +0.2 +0.9 +0.3 = 10.2 4.5 × 1048

RDC 200ms 1590Hz 4 12.9 +0.5 +1.3 +0.4 = 14.8 2.0 × 1049

RDC 200ms 2090Hz 4 18.4 +1.5 +2.4 +0.7 = 22.4 7.9 × 1049

RDC 200ms 2590Hz 4 22.1 +2.9 +2.8 +0.7 = 27.9 1.9 × 1050

RDL 200ms 1090Hz 4 27.0 +0.8 +2.8 +3.9 = 32.6 4.8 × 1049

RDL 200ms 1590Hz 4 40.3 +2.0 +4.2 +5.5 = 49.3 2.3 × 1050

RDL 200ms 2090Hz 4 48.9 +5.4 +6.3 +7.5 = 64.0 6.5 × 1050

RDL 200ms 2590Hz 4 69.0 +9.0 +8.8 +9.2 = 90.7 2.0 × 1051

SGR 1806−20 L1 - 0.22 WNB 11ms 100-200Hz 4 13.8 +0.0 +1.1 +0.9 = 15.2 2.1 × 1047
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WNB 100ms 100-200Hz 4 11.3 +0.0 +0.9 +0.5 = 12.3 1.3 × 1047

GPS 840923877.2 WNB 11ms 100-1000Hz 4 30.1 +0.0 +2.3 +1.0 = 32.7 1.3 × 1049

Aug 29 2006 21:57:43.2 UTC WNB 100ms 100-1000Hz 4 26.9 +0.3 +2.1 +0.7 = 29.3 9.7 × 1048

RDC 200ms 1090Hz 4 38.6 +0.8 +3.0 +0.9 = 42.5 8.0 × 1049

RDC 200ms 1590Hz 4 55.3 +2.2 +4.2 +1.4 = 62.0 3.5 × 1050

RDC 200ms 2090Hz 4 77.2 +6.2 +5.9 +1.9 = 89.6 1.3 × 1051

RDC 200ms 2590Hz 4 93.6 +12.2 +7.2 +2.6 = 113.4 3.1 × 1051

RDL 200ms 1090Hz 4 141.9 +4.3 +10.9 +17.9 = 167.2 1.3 × 1051

RDL 200ms 1590Hz 4 182.0 +9.1 +14.0 +28.8 = 223.1 4.6 × 1051

RDL 200ms 2090Hz 4 295.3 +32.5 +22.7 +38.2 = 372.2 2.3 × 1052

RDL 200ms 2590Hz 4 330.3 +42.9 +25.4 +55.8 = 434.6 4.7 × 1052

SGR 1806−20 L1H2 0.17 0.25 WNB 11ms 100-200Hz 4 9.2 +0.0 +0.9 +0.5 = 10.2 9.5 × 1046

WNB 100ms 100-200Hz 4 8.0 +0.0 +0.7 +0.4 = 8.8 6.8 × 1046

GPS 840924642.0 WNB 11ms 100-1000Hz 4 22.6 +0.0 +2.1 +0.9 = 24.9 7.6 × 1048

Aug 29 2006 22:10:28.0 UTC WNB 100ms 100-1000Hz 4 20.5 +0.2 +1.9 +0.7 = 22.7 5.7 × 1048

RDC 200ms 1090Hz 4 45.7 +0.9 +4.2 +1.9 = 51.3 1.2 × 1050

RDC 200ms 1590Hz 4 68.6 +2.7 +6.3 +3.2 = 78.4 5.8 × 1050

RDC 200ms 2090Hz 4 94.3 +7.5 +7.2 +4.5 = 110.4 1.9 × 1051

RDC 200ms 2590Hz 4 113.2 +14.7 +8.7 +4.0 = 137.5 4.5 × 1051

RDL 200ms 1090Hz 4 36.4 +1.1 +3.4 +2.5 = 41.7 7.8 × 1049

RDL 200ms 1590Hz 4 51.6 +2.6 +4.8 +2.7 = 59.7 3.4 × 1050

RDL 200ms 2090Hz 4 77.4 +8.5 +5.9 +3.9 = 93.0 1.4 × 1051

RDL 200ms 2590Hz 4 100.9 +13.1 +7.7 +5.9 = 123.8 3.8 × 1051

SGR 1806−20 L1 - 0.34 WNB 11ms 100-200Hz 4 4.9 +0.0 +0.4 +0.4 = 5.4 2.6 × 1046

WNB 100ms 100-200Hz 4 4.1 +0.0 +0.3 +0.2 = 4.4 1.8 × 1046

GPS 840926895.0 WNB 11ms 100-1000Hz 4 9.7 +0.0 +0.7 +0.4 = 10.5 1.4 × 1048

Aug 29 2006 22:48:01.0 UTC WNB 100ms 100-1000Hz 4 9.6 +0.1 +0.7 +0.3 = 10.5 1.2 × 1048

RDC 200ms 1090Hz 4 17.3 +0.3 +1.3 +0.5 = 19.1 1.6 × 1049

RDC 200ms 1590Hz 4 25.7 +1.0 +2.0 +0.7 = 28.8 7.6 × 1049

RDC 200ms 2090Hz 4 35.2 +2.8 +2.7 +1.3 = 41.1 2.6 × 1050

RDC 200ms 2590Hz 4 42.2 +5.5 +3.2 +1.3 = 51.2 6.3 × 1050

RDL 200ms 1090Hz 4 47.1 +1.4 +3.6 +5.9 = 55.4 1.4 × 1050

RDL 200ms 1590Hz 4 81.3 +4.1 +6.2 +8.2 = 95.7 8.7 × 1050

RDL 200ms 2090Hz 4 98.4 +10.8 +7.6 +17.4 = 128.2 2.7 × 1051

RDL 200ms 2590Hz 4 139.5 +18.1 +10.7 +2.3 = 168.6 6.3 × 1051

SGR 1806−20 L1 - 0.39 WNB 11ms 100-200Hz 4 12.9 +0.0 +1.0 +0.9 = 14.3 1.9 × 1047

WNB 100ms 100-200Hz 4 10.2 +0.0 +0.8 +0.2 = 11.0 1.1 × 1047

GPS 840943021.0 WNB 11ms 100-1000Hz 4 26.2 +0.0 +2.0 +1.0 = 28.4 1.0 × 1049

Aug 30 2006 03:16:47.0 UTC WNB 100ms 100-1000Hz 4 21.9 +0.2 +1.7 +0.5 = 23.9 6.9 × 1048

RDC 200ms 1090Hz 4 26.3 +0.5 +2.0 +0.6 = 28.9 3.8 × 1049

RDC 200ms 1590Hz 4 38.5 +1.5 +3.0 +0.7 = 43.1 1.8 × 1050

RDC 200ms 2090Hz 4 52.6 +4.2 +4.0 +0.9 = 61.0 6.0 × 1050

RDC 200ms 2590Hz 4 64.5 +8.4 +5.0 +1.0 = 77.9 1.5 × 1051

RDL 200ms 1090Hz 4 92.3 +2.8 +7.1 +13.5 = 110.3 5.4 × 1050

RDL 200ms 1590Hz 4 134.6 +6.7 +10.3 +16.6 = 160.9 2.6 × 1051

RDL 200ms 2090Hz 4 169.9 +18.7 +13.0 +22.7 = 214.7 7.4 × 1051
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RDL 200ms 2590Hz 4 242.1 +31.5 +18.6 +25.5 = 305.1 2.3 × 1052

SGR 1806−20 H1H2 0.63 - WNB 11ms 100-200Hz 4 3.5 +0.0 +0.4 +0.3 = 3.9 1.4 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.0 × 1045

GPS 840985133.0 WNB 11ms 100-1000Hz 4 5.7 +0.0 +0.6 +0.2 = 6.3 4.9 × 1047

Aug 30 2006 14:58:39.0 UTC WNB 100ms 100-1000Hz 4 5.5 +0.1 +0.6 +0.2 = 6.1 4.1 × 1047

RDC 200ms 1090Hz 4 7.8 +0.2 +0.8 +0.3 = 8.8 3.4 × 1048

RDC 200ms 1590Hz 4 11.7 +0.5 +1.2 +0.5 = 13.5 1.7 × 1049

RDC 200ms 2090Hz 4 15.8 +1.3 +2.0 +0.6 = 19.2 5.9 × 1049

RDC 200ms 2590Hz 4 20.3 +2.6 +2.6 +0.8 = 25.7 1.6 × 1050

RDL 200ms 1090Hz 4 22.2 +0.7 +2.3 +3.2 = 26.8 3.2 × 1049

RDL 200ms 1590Hz 4 29.4 +1.5 +3.0 +4.7 = 36.5 1.3 × 1050

RDL 200ms 2090Hz 4 36.8 +4.0 +4.7 +4.1 = 47.1 3.6 × 1050

RDL 200ms 2590Hz 4 50.1 +6.5 +6.4 +6.4 = 65.7 1.0 × 1051

SGR 1806−20 H1H2 0.63 - WNB 11ms 100-200Hz 4 3.6 +0.0 +0.4 +0.2 = 4.1 1.5 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.1 × 1045

GPS 840985908.0 WNB 11ms 100-1000Hz 4 6.2 +0.0 +0.6 +0.3 = 6.9 5.9 × 1047

Aug 30 2006 15:11:34.0 UTC WNB 100ms 100-1000Hz 4 6.1 +0.1 +0.6 +0.2 = 6.8 5.0 × 1047

RDC 200ms 1090Hz 4 8.7 +0.2 +0.9 +0.3 = 9.8 4.1 × 1048

RDC 200ms 1590Hz 4 12.4 +0.5 +1.3 +0.4 = 14.3 1.9 × 1049

RDC 200ms 2090Hz 4 17.8 +1.4 +2.3 +0.5 = 21.6 7.3 × 1049

RDC 200ms 2590Hz 4 22.1 +2.9 +2.8 +0.7 = 27.9 1.9 × 1050

RDL 200ms 1090Hz 4 28.8 +0.9 +3.0 +3.5 = 34.3 5.3 × 1049

RDL 200ms 1590Hz 4 43.4 +2.2 +4.5 +5.8 = 53.0 2.7 × 1050

RDL 200ms 2090Hz 4 52.0 +5.7 +6.7 +6.3 = 66.9 7.2 × 1050

RDL 200ms 2590Hz 4 66.1 +8.6 +8.5 +10.3 = 88.0 1.9 × 1051

SGR 1806−20 L1H1H2 0.31 0.44 WNB 11ms 100-200Hz 4 3.9 +0.0 +0.4 +0.3 = 4.4 1.8 × 1046

WNB 100ms 100-200Hz 4 3.1 +0.0 +0.3 +0.1 = 3.5 1.1 × 1046

GPS 841275641.0 WNB 11ms 100-1000Hz 4 8.3 +0.0 +0.9 +0.4 = 9.3 1.1 × 1048

Sep 02 2006 23:40:27.0 UTC WNB 100ms 100-1000Hz 4 7.3 +0.1 +0.8 +0.3 = 8.2 7.4 × 1047

RDC 200ms 1090Hz 4 13.6 +0.3 +1.4 +0.4 = 15.3 1.0 × 1049

RDC 200ms 1590Hz 4 18.9 +0.8 +2.0 +0.6 = 21.8 4.3 × 1049

RDC 200ms 2090Hz 4 26.2 +2.1 +3.4 +0.8 = 31.8 1.6 × 1050

RDC 200ms 2590Hz 4 31.5 +4.1 +4.0 +1.1 = 39.8 3.8 × 1050

RDL 200ms 1090Hz 4 31.0 +0.9 +3.2 +3.8 = 36.9 5.9 × 1049

RDL 200ms 1590Hz 4 50.9 +2.5 +5.3 +3.0 = 59.5 3.4 × 1050

RDL 200ms 2090Hz 4 65.7 +7.2 +8.4 +5.2 = 82.8 1.1 × 1051

RDL 200ms 2590Hz 4 75.6 +9.8 +9.7 +5.5 = 96.5 2.3 × 1051

SGR 1806−20 L1H1H2 0.29 0.46 WNB 11ms 100-200Hz 4 4.2 +0.0 +0.4 +0.3 = 4.7 2.0 × 1046

WNB 100ms 100-200Hz 4 3.2 +0.0 +0.3 +0.2 = 3.6 1.1 × 1046

GPS 842000215.5 WNB 11ms 100-1000Hz 4 8.3 +0.0 +0.9 +0.4 = 9.2 1.0 × 1048

Sep 11 2006 08:56:41.5 UTC WNB 100ms 100-1000Hz 4 7.7 +0.1 +0.8 +0.2 = 8.7 8.2 × 1047

RDC 200ms 1090Hz 4 14.3 +0.3 +1.5 +0.5 = 16.2 1.1 × 1049

RDC 200ms 1590Hz 4 21.0 +0.8 +2.2 +0.6 = 24.1 5.3 × 1049

RDC 200ms 2090Hz 4 28.1 +2.3 +3.6 +0.9 = 34.1 1.8 × 1050

RDC 200ms 2590Hz 4 33.6 +4.4 +4.3 +1.0 = 42.4 4.2 × 1050

RDL 200ms 1090Hz 4 30.4 +0.9 +3.2 +1.5 = 34.8 5.4 × 1049
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RDL 200ms 1590Hz 4 46.6 +2.3 +4.8 +2.8 = 54.5 2.8 × 1050

RDL 200ms 2090Hz 4 60.7 +6.7 +7.8 +3.6 = 75.9 9.4 × 1050

RDL 200ms 2590Hz 4 75.6 +9.8 +9.7 +5.6 = 96.6 2.3 × 1051

SGR 1806−20 L1 - 0.48 WNB 11ms 100-200Hz 4 3.7 +0.0 +0.3 +0.3 = 4.1 1.5 × 1046

WNB 100ms 100-200Hz 4 3.0 +0.0 +0.2 +0.1 = 3.2 9.3 × 1045

GPS 842485389.2 WNB 11ms 100-1000Hz 4 7.0 +0.0 +0.5 +0.3 = 7.6 7.0 × 1047

Sep 16 2006 23:42:55.2 UTC WNB 100ms 100-1000Hz 4 6.8 +0.1 +0.5 +0.2 = 7.5 6.1 × 1047

RDC 200ms 1090Hz 4 10.9 +0.2 +0.8 +0.5 = 12.1 6.4 × 1048

RDC 200ms 1590Hz 4 16.5 +0.7 +1.3 +0.7 = 18.6 3.2 × 1049

RDC 200ms 2090Hz 4 23.1 +1.8 +1.8 +1.0 = 27.0 1.2 × 1050

RDC 200ms 2590Hz 4 27.4 +3.6 +2.1 +1.0 = 33.3 2.7 × 1050

RDL 200ms 1090Hz 4 25.8 +0.8 +2.0 +2.8 = 30.1 4.0 × 1049

RDL 200ms 1590Hz 4 43.3 +2.2 +3.3 +5.1 = 51.6 2.5 × 1050

RDL 200ms 2090Hz 4 54.4 +6.0 +4.2 +8.7 = 70.1 7.7 × 1050

RDL 200ms 2590Hz 4 60.1 +7.8 +4.6 +8.4 = 77.5 1.5 × 1051

SGR 1806−20 L1H1H2 0.49 0.28 WNB 11ms 100-200Hz 4 4.7 +0.0 +0.5 +0.3 = 5.3 2.5 × 1046

WNB 100ms 100-200Hz 4 3.4 +0.0 +0.4 +0.1 = 3.8 1.2 × 1046

GPS 842550095.3 WNB 11ms 100-1000Hz 4 8.4 +0.0 +0.9 +0.4 = 9.3 1.1 × 1048

Sep 17 2006 17:41:21.3 UTC WNB 100ms 100-1000Hz 4 7.6 +0.1 +0.8 +0.3 = 8.5 7.9 × 1047

RDC 200ms 1090Hz 4 13.7 +0.3 +1.4 +0.4 = 15.5 1.0 × 1049

RDC 200ms 1590Hz 4 19.4 +0.8 +2.0 +0.7 = 22.2 4.5 × 1049

RDC 200ms 2090Hz 4 27.1 +2.2 +3.5 +0.8 = 32.8 1.7 × 1050

RDC 200ms 2590Hz 4 32.7 +4.3 +4.2 +1.0 = 41.3 4.1 × 1050

RDL 200ms 1090Hz 4 34.4 +1.0 +3.6 +2.3 = 39.7 7.0 × 1049

RDL 200ms 1590Hz 4 41.5 +2.1 +4.3 +3.3 = 49.0 2.3 × 1050

RDL 200ms 2090Hz 4 59.7 +6.6 +7.6 +4.2 = 74.9 9.1 × 1050

RDL 200ms 2590Hz 4 77.2 +10.0 +9.9 +4.9 = 98.3 2.4 × 1051

SGR 1806−20 L1H1H2 0.18 0.17 WNB 11ms 100-200Hz 4 9.2 +0.0 +1.0 +0.4 = 10.2 9.4 × 1046

WNB 100ms 100-200Hz 4 7.4 +0.0 +0.8 +0.3 = 8.3 6.0 × 1046

GPS 842646118.0 WNB 11ms 100-1000Hz 4 25.6 +0.0 +2.7 +0.9 = 28.4 9.9 × 1048

Sep 18 2006 20:21:44.0 UTC WNB 100ms 100-1000Hz 4 23.5 +0.2 +2.4 +0.6 = 26.2 7.5 × 1048

RDC 200ms 1090Hz 4 42.5 +0.9 +4.4 +1.4 = 48.0 9.9 × 1049

RDC 200ms 1590Hz 4 60.0 +2.4 +6.2 +2.2 = 69.0 4.3 × 1050

RDC 200ms 2090Hz 4 81.6 +6.5 +10.4 +2.7 = 98.9 1.5 × 1051

RDC 200ms 2590Hz 4 96.9 +12.6 +12.4 +3.2 = 122.3 3.6 × 1051

RDL 200ms 1090Hz 4 48.6 +1.5 +5.0 +2.6 = 55.7 1.4 × 1050

RDL 200ms 1590Hz 4 71.2 +3.6 +7.4 +4.8 = 83.5 6.6 × 1050

RDL 200ms 2090Hz 4 99.0 +10.9 +12.7 +5.2 = 123.6 2.5 × 1051

RDL 200ms 2590Hz 4 121.2 +15.8 +15.5 +7.1 = 154.1 5.9 × 1051

SGR 1806−20 L1H1H2 0.63 0.64 WNB 11ms 100-200Hz 4 2.3 +0.0 +0.2 +0.2 = 2.7 6.4 × 1045

WNB 100ms 100-200Hz 4 1.7 +0.0 +0.2 +0.1 = 1.9 3.2 × 1045

GPS 842795633.7 WNB 11ms 100-1000Hz 4 4.0 +0.0 +0.4 +0.2 = 4.5 2.5 × 1047

Sep 20 2006 13:53:39.7 UTC WNB 100ms 100-1000Hz 4 4.2 +0.0 +0.4 +0.2 = 4.7 2.4 × 1047

RDC 200ms 1090Hz 4 7.0 +0.1 +0.7 +0.3 = 7.9 2.7 × 1048

RDC 200ms 1590Hz 4 10.0 +0.4 +1.0 +0.4 = 11.5 1.2 × 1049

RDC 200ms 2090Hz 4 13.8 +1.1 +1.8 +0.6 = 16.7 4.4 × 1049
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RDC 200ms 2590Hz 4 17.0 +2.2 +2.2 +0.6 = 21.4 1.1 × 1050

RDL 200ms 1090Hz 4 17.3 +0.5 +1.8 +2.1 = 20.6 1.9 × 1049

RDL 200ms 1590Hz 4 28.5 +1.4 +3.0 +3.2 = 34.3 1.1 × 1050

RDL 200ms 2090Hz 4 34.2 +3.8 +4.4 +3.9 = 43.9 3.1 × 1050

RDL 200ms 2590Hz 4 53.3 +6.9 +6.8 +6.5 = 69.6 1.2 × 1051

SGR 1806−20 L1H1H2 0.28 0.37 WNB 11ms 100-200Hz 4 4.3 +0.0 +0.4 +0.3 = 4.8 2.1 × 1046

WNB 100ms 100-200Hz 4 3.5 +0.0 +0.4 +0.1 = 3.8 1.3 × 1046

GPS 842926268.0 WNB 11ms 100-1000Hz 4 8.8 +0.0 +0.9 +0.3 = 9.8 1.2 × 1048

Sep 22 2006 02:10:54.0 UTC WNB 100ms 100-1000Hz 4 8.6 +0.1 +0.9 +0.3 = 9.7 1.0 × 1048

RDC 200ms 1090Hz 4 14.5 +0.3 +1.5 +0.6 = 16.4 1.2 × 1049

RDC 200ms 1590Hz 4 19.3 +0.8 +2.0 +0.8 = 22.2 4.5 × 1049

RDC 200ms 2090Hz 4 26.6 +2.1 +3.4 +0.9 = 32.2 1.6 × 1050

RDC 200ms 2590Hz 4 33.0 +4.3 +4.2 +1.2 = 41.7 4.2 × 1050

RDL 200ms 1090Hz 4 32.2 +1.0 +3.3 +4.2 = 38.6 6.6 × 1049

RDL 200ms 1590Hz 4 50.4 +2.5 +5.2 +4.1 = 59.6 3.3 × 1050

RDL 200ms 2090Hz 4 61.5 +6.8 +7.9 +5.1 = 77.7 9.8 × 1050

RDL 200ms 2590Hz 4 82.9 +10.8 +10.6 +6.1 = 105.9 2.8 × 1051

SGR 1806−20 H1H2 0.28 - WNB 11ms 100-200Hz 4 7.0 +0.0 +0.7 +0.5 = 7.9 5.5 × 1046

WNB 100ms 100-200Hz 4 5.4 +0.0 +0.6 +0.2 = 6.0 3.2 × 1046

GPS 842931503.0 WNB 11ms 100-1000Hz 4 12.6 +0.0 +1.3 +0.5 = 14.0 2.4 × 1048

Sep 22 2006 03:38:09.0 UTC WNB 100ms 100-1000Hz 4 12.4 +0.1 +1.3 +0.5 = 13.9 2.1 × 1048

RDC 200ms 1090Hz 4 20.7 +0.4 +2.1 +0.6 = 23.3 2.4 × 1049

RDC 200ms 1590Hz 4 29.1 +1.2 +3.0 +0.8 = 33.4 1.0 × 1050

RDC 200ms 2090Hz 4 41.4 +3.3 +5.3 +1.3 = 50.2 4.0 × 1050

RDC 200ms 2590Hz 4 53.6 +7.0 +6.9 +1.7 = 67.7 1.1 × 1051

RDL 200ms 1090Hz 4 69.9 +2.1 +7.2 +8.0 = 82.8 3.1 × 1050

RDL 200ms 1590Hz 4 97.1 +4.9 +10.1 +11.4 = 117.2 1.3 × 1051

RDL 200ms 2090Hz 4 143.0 +15.7 +18.3 +21.6 = 187.1 5.9 × 1051

RDL 200ms 2590Hz 4 164.8 +21.4 +21.1 +23.4 = 217.7 1.2 × 1052

SGR 1806−20 H1H2 0.34 - WNB 11ms 100-200Hz 4 5.1 +0.0 +0.5 +0.4 = 5.7 2.9 × 1046

WNB 100ms 100-200Hz 4 4.4 +0.0 +0.5 +0.2 = 4.9 2.1 × 1046

GPS 842937370.0 WNB 11ms 100-1000Hz 4 10.5 +0.0 +1.1 +0.5 = 11.7 1.8 × 1048

Sep 22 2006 05:15:56.0 UTC WNB 100ms 100-1000Hz 4 10.4 +0.1 +1.1 +0.4 = 11.7 1.5 × 1048

RDC 200ms 1090Hz 4 15.8 +0.3 +1.6 +0.5 = 17.9 1.4 × 1049

RDC 200ms 1590Hz 4 24.3 +1.0 +2.5 +0.8 = 27.9 7.1 × 1049

RDC 200ms 2090Hz 4 33.3 +2.7 +4.3 +1.1 = 40.3 2.5 × 1050

RDC 200ms 2590Hz 4 42.8 +5.6 +5.5 +1.3 = 54.0 7.0 × 1050

RDL 200ms 1090Hz 4 47.6 +1.4 +4.9 +7.1 = 57.6 1.5 × 1050

RDL 200ms 1590Hz 4 74.8 +3.7 +7.8 +8.9 = 90.3 7.8 × 1050

RDL 200ms 2090Hz 4 82.2 +9.0 +10.5 +11.9 = 107.1 1.8 × 1051

RDL 200ms 2590Hz 4 133.0 +17.3 +17.0 +18.0 = 175.1 7.6 × 1051

SGR 1806−20 H1H2 0.35 - WNB 11ms 100-200Hz 4 5.0 +0.0 +0.5 +0.3 = 5.6 2.9 × 1046

WNB 100ms 100-200Hz 4 4.3 +0.0 +0.4 +0.2 = 4.8 2.0 × 1046

GPS 842937428.0 WNB 11ms 100-1000Hz 4 10.8 +0.0 +1.1 +0.5 = 12.0 1.8 × 1048

Sep 22 2006 05:16:54.0 UTC WNB 100ms 100-1000Hz 4 10.0 +0.1 +1.0 +0.3 = 11.2 1.4 × 1048

RDC 200ms 1090Hz 4 15.9 +0.3 +1.7 +0.6 = 18.0 1.4 × 1049
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RDC 200ms 1590Hz 4 22.3 +0.9 +2.3 +0.8 = 25.6 6.1 × 1049

RDC 200ms 2090Hz 4 33.3 +2.7 +4.3 +1.0 = 40.4 2.6 × 1050

RDC 200ms 2590Hz 4 41.5 +5.4 +5.3 +1.4 = 52.4 6.6 × 1050

RDL 200ms 1090Hz 4 54.0 +1.6 +5.6 +6.4 = 64.1 1.9 × 1050

RDL 200ms 1590Hz 4 72.6 +3.6 +7.5 +9.4 = 88.3 7.2 × 1050

RDL 200ms 2090Hz 4 88.9 +9.8 +11.4 +13.9 = 116.7 2.2 × 1051

RDL 200ms 2590Hz 4 138.7 +18.0 +17.8 +16.8 = 181.2 8.4 × 1051

SGR 1806−20 L1H1H2 0.29 0.45 WNB 11ms 100-200Hz 4 3.9 +0.0 +0.4 +0.2 = 4.4 1.7 × 1046

WNB 100ms 100-200Hz 4 3.3 +0.0 +0.3 +0.1 = 3.6 1.1 × 1046

GPS 842947353.0 WNB 11ms 100-1000Hz 4 8.7 +0.0 +0.9 +0.3 = 9.7 1.1 × 1048

Sep 22 2006 08:02:19.0 UTC WNB 100ms 100-1000Hz 4 8.1 +0.1 +0.8 +0.2 = 9.0 8.8 × 1047

RDC 200ms 1090Hz 4 14.4 +0.3 +1.5 +0.5 = 16.3 1.1 × 1049

RDC 200ms 1590Hz 4 19.1 +0.8 +2.0 +0.7 = 22.0 4.4 × 1049

RDC 200ms 2090Hz 4 25.4 +2.0 +3.3 +1.1 = 30.9 1.5 × 1050

RDC 200ms 2590Hz 4 32.2 +4.2 +4.1 +1.1 = 40.6 3.9 × 1050

RDL 200ms 1090Hz 4 25.0 +0.8 +2.6 +1.5 = 28.8 3.7 × 1049

RDL 200ms 1590Hz 4 35.1 +1.8 +3.6 +2.1 = 41.0 1.6 × 1050

RDL 200ms 2090Hz 4 45.2 +5.0 +5.8 +2.4 = 56.5 5.1 × 1050

RDL 200ms 2590Hz 4 61.7 +8.0 +7.9 +4.0 = 78.6 1.5 × 1051

SGR 1806−20 L1H1H2 0.61 0.68 WNB 11ms 100-200Hz 4 2.3 +0.0 +0.2 +0.2 = 2.6 6.2 × 1045

WNB 100ms 100-200Hz 4 1.8 +0.0 +0.2 +0.1 = 2.0 3.5 × 1045

GPS 842964459.0 WNB 11ms 100-1000Hz 4 4.3 +0.0 +0.4 +0.2 = 4.8 2.8 × 1047

Sep 22 2006 12:47:25.0 UTC WNB 100ms 100-1000Hz 4 4.3 +0.0 +0.4 +0.1 = 4.8 2.5 × 1047

RDC 200ms 1090Hz 4 6.8 +0.1 +0.7 +0.2 = 7.7 2.6 × 1048

RDC 200ms 1590Hz 4 9.5 +0.4 +1.0 +0.3 = 11.0 1.1 × 1049

RDC 200ms 2090Hz 4 13.8 +1.1 +1.8 +0.5 = 16.7 4.4 × 1049

RDC 200ms 2590Hz 4 16.0 +2.1 +2.1 +0.7 = 20.3 1.0 × 1050

RDL 200ms 1090Hz 4 21.2 +0.6 +2.2 +2.4 = 25.0 2.8 × 1049

RDL 200ms 1590Hz 4 31.0 +1.6 +3.2 +4.1 = 37.8 1.4 × 1050

RDL 200ms 2090Hz 4 33.1 +3.6 +4.2 +4.5 = 43.0 3.0 × 1050

RDL 200ms 2590Hz 4 53.7 +7.0 +6.9 +8.0 = 71.2 1.3 × 1051

SGR 1806−20 L1H1H2 0.63 0.59 WNB 11ms 100-200Hz 4 2.7 +0.0 +0.3 +0.2 = 3.0 8.1 × 1045

WNB 100ms 100-200Hz 4 2.0 +0.0 +0.2 +0.1 = 2.2 4.3 × 1045

GPS 842970804.0 WNB 11ms 100-1000Hz 4 5.2 +0.0 +0.5 +0.2 = 5.8 4.3 × 1047

Sep 22 2006 14:33:10.0 UTC WNB 100ms 100-1000Hz 4 5.1 +0.1 +0.5 +0.2 = 5.8 3.6 × 1047

RDC 200ms 1090Hz 4 7.6 +0.2 +0.8 +0.3 = 8.6 3.2 × 1048

RDC 200ms 1590Hz 4 10.1 +0.4 +1.0 +0.4 = 11.6 1.2 × 1049

RDC 200ms 2090Hz 4 14.6 +1.2 +1.9 +0.6 = 17.7 4.9 × 1049

RDC 200ms 2590Hz 4 17.4 +2.3 +2.2 +0.6 = 21.9 1.2 × 1050

RDL 200ms 1090Hz 4 23.6 +0.7 +2.4 +2.4 = 27.7 3.4 × 1049

RDL 200ms 1590Hz 4 28.3 +1.4 +2.9 +4.3 = 34.9 1.1 × 1050

RDL 200ms 2090Hz 4 43.8 +4.8 +5.6 +6.0 = 56.8 5.2 × 1050

RDL 200ms 2590Hz 4 52.8 +6.9 +6.8 +5.7 = 68.6 1.2 × 1051

SGR 1806−20 L1H1H2 0.63 0.59 WNB 11ms 100-200Hz 4 2.4 +0.0 +0.3 +0.2 = 2.7 6.6 × 1045

WNB 100ms 100-200Hz 4 1.9 +0.0 +0.2 +0.1 = 2.1 3.8 × 1045

GPS 842970846.0 WNB 11ms 100-1000Hz 4 4.6 +0.0 +0.5 +0.2 = 5.2 3.3 × 1047
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Sep 22 2006 14:33:52.0 UTC WNB 100ms 100-1000Hz 4 4.3 +0.0 +0.4 +0.2 = 4.8 2.5 × 1047

RDC 200ms 1090Hz 4 7.1 +0.1 +0.7 +0.3 = 8.0 2.8 × 1048

RDC 200ms 1590Hz 4 10.5 +0.4 +1.1 +0.5 = 12.1 1.3 × 1049

RDC 200ms 2090Hz 4 13.4 +1.1 +1.7 +0.5 = 16.3 4.2 × 1049

RDC 200ms 2590Hz 4 17.1 +2.2 +2.2 +0.7 = 21.7 1.1 × 1050

RDL 200ms 1090Hz 4 21.2 +0.6 +2.2 +2.8 = 25.4 2.8 × 1049

RDL 200ms 1590Hz 4 27.7 +1.4 +2.9 +3.2 = 33.4 1.1 × 1050

RDL 200ms 2090Hz 4 37.4 +4.1 +4.8 +4.1 = 47.8 3.7 × 1050

RDL 200ms 2590Hz 4 50.8 +6.6 +6.5 +4.7 = 65.4 1.0 × 1051

SGR 1806−20 H1H2 0.57 - WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.3 = 3.9 1.3 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.2 9.0 × 1045

GPS 842976841.0 WNB 11ms 100-1000Hz 4 6.3 +0.0 +0.7 +0.2 = 7.0 5.8 × 1047

Sep 22 2006 16:13:47.0 UTC WNB 100ms 100-1000Hz 4 6.0 +0.1 +0.6 +0.2 = 6.7 5.0 × 1047

RDC 200ms 1090Hz 4 10.0 +0.2 +1.0 +0.3 = 11.2 5.5 × 1048

RDC 200ms 1590Hz 4 14.9 +0.6 +1.5 +0.6 = 17.2 2.7 × 1049

RDC 200ms 2090Hz 4 20.3 +1.6 +2.6 +0.7 = 24.5 9.4 × 1049

RDC 200ms 2590Hz 4 24.7 +3.2 +3.2 +0.8 = 31.2 2.3 × 1050

RDL 200ms 1090Hz 4 33.1 +1.0 +3.4 +4.3 = 39.6 7.2 × 1049

RDL 200ms 1590Hz 4 42.0 +2.1 +4.4 +6.1 = 51.6 2.5 × 1050

RDL 200ms 2090Hz 4 59.3 +6.5 +7.6 +7.0 = 76.2 9.3 × 1050

RDL 200ms 2590Hz 4 69.6 +9.0 +8.9 +8.3 = 90.8 2.1 × 1051

SGR 1806−20 H1H2 0.24 - WNB 11ms 100-200Hz 4 9.9 +0.0 +1.0 +1.4 = 11.6 1.2 × 1047

WNB 100ms 100-200Hz 4 8.3 +0.0 +0.9 +0.3 = 9.3 7.5 × 1046

GPS 842988468.0 WNB 11ms 100-1000Hz 4 17.6 +0.0 +1.8 +0.7 = 19.5 4.7 × 1048

Sep 22 2006 19:27:34.0 UTC WNB 100ms 100-1000Hz 4 18.1 +0.2 +1.9 +0.6 = 20.3 4.5 × 1048

RDC 200ms 1090Hz 4 23.5 +0.5 +2.4 +0.8 = 26.5 3.1 × 1049

RDC 200ms 1590Hz 4 34.4 +1.4 +3.6 +1.1 = 39.5 1.4 × 1050

RDC 200ms 2090Hz 4 47.2 +3.8 +6.0 +1.4 = 57.2 5.1 × 1050

RDC 200ms 2590Hz 4 59.2 +7.7 +7.6 +2.1 = 74.8 1.3 × 1051

RDL 200ms 1090Hz 4 65.3 +2.0 +6.8 +8.5 = 78.1 2.7 × 1050

RDL 200ms 1590Hz 4 103.6 +5.2 +10.7 +12.2 = 125.1 1.5 × 1051

RDL 200ms 2090Hz 4 145.8 +16.0 +18.7 +19.0 = 188.4 5.8 × 1051

RDL 200ms 2590Hz 4 183.1 +23.8 +23.4 +23.4 = 240.1 1.4 × 1052

SGR 1806−20 H2 0.31 - WNB 11ms 100-200Hz 4 11.4 +0.0 +1.0 +0.5 = 12.5 1.4 × 1047

WNB 100ms 100-200Hz 4 10.2 +0.0 +0.9 +0.4 = 11.2 1.1 × 1047

GPS 842998696.0 WNB 11ms 100-1000Hz 4 25.9 +0.0 +2.4 +1.0 = 28.5 1.1 × 1049

Sep 22 2006 22:18:02.0 UTC WNB 100ms 100-1000Hz 4 24.9 +0.2 +2.3 +0.7 = 27.5 8.3 × 1048

RDC 200ms 1090Hz 4 30.2 +0.6 +2.8 +1.0 = 33.7 5.0 × 1049

RDC 200ms 1590Hz 4 46.2 +1.8 +4.3 +1.4 = 52.5 2.5 × 1050

RDC 200ms 2090Hz 4 63.8 +5.1 +4.9 +1.7 = 74.1 8.8 × 1050

RDC 200ms 2590Hz 4 87.7 +11.4 +6.7 +2.8 = 106.4 2.8 × 1051

RDL 200ms 1090Hz 4 90.4 +2.7 +8.3 +11.4 = 107.2 5.3 × 1050

RDL 200ms 1590Hz 4 122.0 +6.1 +11.2 +17.7 = 149.0 2.1 × 1051

RDL 200ms 2090Hz 4 190.3 +20.9 +14.6 +22.1 = 237.7 9.2 × 1051

RDL 200ms 2590Hz 4 271.4 +35.3 +20.8 +37.4 = 349.6 3.0 × 1052

SGR 1806−20 L1H1H2 0.28 0.37 WNB 11ms 100-200Hz 4 4.9 +0.0 +0.5 +0.5 = 5.6 2.8 × 1046
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WNB 100ms 100-200Hz 4 3.8 +0.0 +0.4 +0.1 = 4.2 1.6 × 1046

GPS 843012391.0 WNB 11ms 100-1000Hz 4 9.6 +0.0 +1.0 +0.5 = 10.7 1.5 × 1048

Sep 23 2006 02:06:17.0 UTC WNB 100ms 100-1000Hz 4 9.0 +0.1 +0.9 +0.3 = 10.1 1.1 × 1048

RDC 200ms 1090Hz 4 14.7 +0.3 +1.5 +0.4 = 16.6 1.2 × 1049

RDC 200ms 1590Hz 4 20.9 +0.8 +2.2 +0.7 = 24.0 5.3 × 1049

RDC 200ms 2090Hz 4 29.2 +2.3 +3.7 +1.0 = 35.4 2.0 × 1050

RDC 200ms 2590Hz 4 35.0 +4.6 +4.5 +1.0 = 44.2 4.7 × 1050

RDL 200ms 1090Hz 4 38.3 +1.1 +4.0 +3.3 = 44.5 8.8 × 1049

RDL 200ms 1590Hz 4 52.8 +2.6 +5.5 +7.6 = 64.8 3.8 × 1050

RDL 200ms 2090Hz 4 74.6 +8.2 +9.6 +5.6 = 93.9 1.4 × 1051

RDL 200ms 2590Hz 4 95.5 +12.4 +12.2 +7.5 = 122.3 3.7 × 1051

SGR 1806−20 L1H1H2 0.28 0.37 WNB 11ms 100-200Hz 4 4.9 +0.0 +0.5 +0.3 = 5.5 2.7 × 1046

WNB 100ms 100-200Hz 4 3.5 +0.0 +0.4 +0.2 = 3.9 1.4 × 1046

GPS 843012480.0 WNB 11ms 100-1000Hz 4 9.0 +0.0 +0.9 +0.4 = 10.0 1.3 × 1048

Sep 23 2006 02:07:46.0 UTC WNB 100ms 100-1000Hz 4 9.0 +0.1 +0.9 +0.3 = 10.1 1.1 × 1048

RDC 200ms 1090Hz 4 15.2 +0.3 +1.6 +0.5 = 17.1 1.3 × 1049

RDC 200ms 1590Hz 4 21.6 +0.9 +2.2 +0.6 = 24.8 5.7 × 1049

RDC 200ms 2090Hz 4 30.1 +2.4 +3.9 +1.0 = 36.5 2.1 × 1050

RDC 200ms 2590Hz 4 36.2 +4.7 +4.6 +1.1 = 45.6 5.0 × 1050

RDL 200ms 1090Hz 4 38.3 +1.1 +4.0 +2.3 = 44.1 8.0 × 1049

RDL 200ms 1590Hz 4 62.4 +3.1 +6.5 +4.8 = 73.6 5.1 × 1050

RDL 200ms 2090Hz 4 73.9 +8.1 +9.5 +6.9 = 93.8 1.4 × 1051

RDL 200ms 2590Hz 4 109.0 +14.2 +14.0 +7.1 = 138.9 4.8 × 1051

SGR 1806−20 L1H1H2 0.37 0.47 WNB 11ms 100-200Hz 4 3.1 +0.0 +0.3 +0.2 = 3.4 1.1 × 1046

WNB 100ms 100-200Hz 4 2.5 +0.0 +0.3 +0.1 = 2.8 6.8 × 1045

GPS 843091451.0 WNB 11ms 100-1000Hz 4 6.6 +0.0 +0.7 +0.3 = 7.4 6.4 × 1047

Sep 24 2006 00:03:57.0 UTC WNB 100ms 100-1000Hz 4 6.2 +0.1 +0.6 +0.2 = 6.9 5.3 × 1047

RDC 200ms 1090Hz 4 12.1 +0.2 +1.3 +0.3 = 13.7 8.2 × 1048

RDC 200ms 1590Hz 4 17.1 +0.7 +1.8 +0.4 = 19.6 3.6 × 1049

RDC 200ms 2090Hz 4 23.6 +1.9 +3.0 +0.7 = 28.5 1.3 × 1050

RDC 200ms 2590Hz 4 27.6 +3.6 +3.5 +0.7 = 34.7 2.9 × 1050

RDL 200ms 1090Hz 4 39.0 +1.2 +4.0 +4.5 = 46.2 9.6 × 1049

RDL 200ms 1590Hz 4 54.7 +2.7 +5.7 +5.8 = 65.5 4.0 × 1050

RDL 200ms 2090Hz 4 70.9 +7.8 +9.1 +8.7 = 91.3 1.3 × 1051

RDL 200ms 2590Hz 4 84.4 +11.0 +10.8 +9.2 = 109.6 3.0 × 1051

SGR 1806−20 L1H1H2 0.27 0.35 WNB 11ms 100-200Hz 4 4.4 +0.0 +0.5 +0.4 = 5.0 2.3 × 1046

WNB 100ms 100-200Hz 4 3.6 +0.0 +0.4 +0.1 = 4.0 1.4 × 1046

GPS 843099387.0 WNB 11ms 100-1000Hz 4 10.7 +0.0 +1.1 +0.5 = 12.0 1.9 × 1048

Sep 24 2006 02:16:13.0 UTC WNB 100ms 100-1000Hz 4 9.7 +0.1 +1.0 +0.3 = 10.8 1.3 × 1048

RDC 200ms 1090Hz 4 16.3 +0.3 +1.7 +0.5 = 18.4 1.5 × 1049

RDC 200ms 1590Hz 4 23.0 +0.9 +2.4 +0.8 = 26.5 6.5 × 1049

RDC 200ms 2090Hz 4 31.6 +2.5 +4.0 +1.1 = 38.3 2.3 × 1050

RDC 200ms 2590Hz 4 38.3 +5.0 +4.9 +1.1 = 48.3 5.6 × 1050

RDL 200ms 1090Hz 4 46.0 +1.4 +4.8 +2.3 = 52.6 1.3 × 1050

RDL 200ms 1590Hz 4 56.8 +2.8 +5.9 +4.6 = 67.1 4.2 × 1050

RDL 200ms 2090Hz 4 81.2 +8.9 +10.4 +5.2 = 101.7 1.7 × 1051
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RDL 200ms 2590Hz 4 99.0 +12.9 +12.7 +8.1 = 126.9 4.1 × 1051

SGR 1806−20 L1H1 0.35 0.34 WNB 11ms 100-200Hz 4 4.0 +0.0 +0.4 +0.2 = 4.5 1.8 × 1046

WNB 100ms 100-200Hz 4 3.3 +0.0 +0.3 +0.1 = 3.7 1.2 × 1046

GPS 843110315.0 WNB 11ms 100-1000Hz 4 9.3 +0.0 +1.0 +0.3 = 10.3 1.3 × 1048

Sep 24 2006 05:18:21.0 UTC WNB 100ms 100-1000Hz 4 8.6 +0.1 +0.9 +0.3 = 9.6 1.0 × 1048

RDC 200ms 1090Hz 4 16.1 +0.3 +1.7 +0.6 = 18.2 1.4 × 1049

RDC 200ms 1590Hz 4 23.2 +0.9 +2.4 +0.8 = 26.6 6.5 × 1049

RDC 200ms 2090Hz 4 31.4 +2.5 +4.0 +1.2 = 38.1 2.3 × 1050

RDC 200ms 2590Hz 4 36.9 +4.8 +4.7 +1.5 = 46.7 5.2 × 1050

RDL 200ms 1090Hz 4 25.6 +0.8 +2.7 +1.2 = 29.3 3.9 × 1049

RDL 200ms 1590Hz 4 37.6 +1.9 +3.9 +2.5 = 44.1 1.8 × 1050

RDL 200ms 2090Hz 4 49.9 +5.5 +6.4 +2.3 = 62.2 6.3 × 1050

RDL 200ms 2590Hz 4 64.6 +8.4 +8.3 +3.6 = 82.0 1.7 × 1051

SGR 1806−20 L1H1H2 0.37 0.11 WNB 11ms 100-200Hz 4 6.1 +0.0 +0.6 +0.4 = 6.8 4.1 × 1046

WNB 100ms 100-200Hz 4 4.9 +0.0 +0.5 +0.3 = 5.5 2.6 × 1046

GPS 843157110.0 WNB 11ms 100-1000Hz 4 14.0 +0.0 +1.5 +0.6 = 15.6 3.0 × 1048

Sep 24 2006 18:18:16.0 UTC WNB 100ms 100-1000Hz 4 12.3 +0.1 +1.3 +0.5 = 13.8 2.1 × 1048

RDC 200ms 1090Hz 4 26.4 +0.5 +2.7 +1.1 = 29.9 3.8 × 1049

RDC 200ms 1590Hz 4 39.4 +1.6 +4.1 +1.5 = 45.4 1.9 × 1050

RDC 200ms 2090Hz 4 52.1 +4.2 +6.7 +1.8 = 63.2 6.4 × 1050

RDC 200ms 2590Hz 4 65.9 +8.6 +8.4 +2.4 = 83.3 1.7 × 1051

RDL 200ms 1090Hz 4 40.6 +1.2 +4.2 +2.7 = 46.9 9.8 × 1049

RDL 200ms 1590Hz 4 53.9 +2.7 +5.6 +3.7 = 63.3 3.8 × 1050

RDL 200ms 2090Hz 4 88.4 +9.7 +11.3 +6.7 = 111.3 2.0 × 1051

RDL 200ms 2590Hz 4 90.2 +11.7 +11.5 +6.4 = 115.1 3.3 × 1051

SGR 1806−20 L1H1H2 0.36 0.48 WNB 11ms 100-200Hz 4 3.2 +0.0 +0.3 +0.2 = 3.6 1.2 × 1046

WNB 100ms 100-200Hz 4 2.5 +0.0 +0.3 +0.1 = 2.8 7.1 × 1045

GPS 843174140.0 WNB 11ms 100-1000Hz 4 7.0 +0.0 +0.7 +0.3 = 7.8 7.5 × 1047

Sep 24 2006 23:02:06.0 UTC WNB 100ms 100-1000Hz 4 6.5 +0.1 +0.7 +0.2 = 7.3 5.8 × 1047

RDC 200ms 1090Hz 4 11.0 +0.2 +1.1 +0.4 = 12.5 6.6 × 1048

RDC 200ms 1590Hz 4 15.8 +0.6 +1.6 +0.6 = 18.1 3.0 × 1049

RDC 200ms 2090Hz 4 21.3 +1.7 +2.7 +0.7 = 25.8 1.1 × 1050

RDC 200ms 2590Hz 4 27.3 +3.5 +3.5 +0.7 = 34.4 2.8 × 1050

RDL 200ms 1090Hz 4 31.8 +1.0 +3.3 +2.7 = 37.0 6.1 × 1049

RDL 200ms 1590Hz 4 44.5 +2.2 +4.6 +4.4 = 53.0 2.6 × 1050

RDL 200ms 2090Hz 4 58.2 +6.4 +7.4 +4.5 = 73.3 8.8 × 1050

RDL 200ms 2590Hz 4 69.5 +9.0 +8.9 +5.2 = 88.9 2.0 × 1051

SGR 1806−20 L1H1H2 0.36 0.45 WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 2.8 +0.0 +0.3 +0.1 = 3.1 8.4 × 1045

GPS 843179285.0 WNB 11ms 100-1000Hz 4 6.7 +0.0 +0.7 +0.2 = 7.4 6.8 × 1047

Sep 25 2006 00:27:51.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.3 = 7.1 5.5 × 1047

RDC 200ms 1090Hz 4 10.5 +0.2 +1.1 +0.4 = 11.8 6.0 × 1048

RDC 200ms 1590Hz 4 14.8 +0.6 +1.5 +0.6 = 17.0 2.6 × 1049

RDC 200ms 2090Hz 4 20.5 +1.6 +2.6 +0.7 = 24.8 9.7 × 1049

RDC 200ms 2590Hz 4 24.5 +3.2 +3.1 +1.0 = 31.0 2.3 × 1050

RDL 200ms 1090Hz 4 31.5 +0.9 +3.3 +3.7 = 37.4 6.4 × 1049
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RDL 200ms 1590Hz 4 39.9 +2.0 +4.1 +4.1 = 47.8 2.2 × 1050

RDL 200ms 2090Hz 4 52.8 +5.8 +6.8 +8.6 = 69.5 7.7 × 1050

RDL 200ms 2590Hz 4 74.1 +9.6 +9.5 +6.5 = 95.2 2.3 × 1051

SGR 1806−20 L1H1H2 0.29 0.03 WNB 11ms 100-200Hz 4 10.3 +0.0 +1.1 +0.4 = 11.5 1.2 × 1047

WNB 100ms 100-200Hz 4 8.4 +0.0 +0.9 +0.4 = 9.4 7.8 × 1046

GPS 843245517.4 WNB 11ms 100-1000Hz 4 19.2 +0.0 +2.0 +0.8 = 21.3 5.5 × 1048

Sep 25 2006 18:51:43.4 UTC WNB 100ms 100-1000Hz 4 18.2 +0.2 +1.9 +0.6 = 20.4 4.7 × 1048

RDC 200ms 1090Hz 4 50.3 +1.0 +5.2 +2.3 = 57.1 1.4 × 1050

RDC 200ms 1590Hz 4 70.2 +2.8 +7.3 +3.2 = 80.9 6.1 × 1050

RDC 200ms 2090Hz 4 91.3 +7.3 +11.7 +4.1 = 111.1 2.0 × 1051

RDC 200ms 2590Hz 4 108.9 +14.2 +13.9 +5.5 = 138.0 4.7 × 1051

RDL 200ms 1090Hz 4 82.5 +2.5 +8.6 +4.9 = 94.9 4.1 × 1050

RDL 200ms 1590Hz 4 109.3 +5.5 +11.3 +7.8 = 128.5 1.6 × 1051

RDL 200ms 2090Hz 4 136.0 +15.0 +17.4 +12.4 = 172.4 4.8 × 1051

RDL 200ms 2590Hz 4 178.6 +23.2 +22.9 +13.0 = 228.1 1.3 × 1052

SGR 1806−20 L1H1H2 0.21 0.34 WNB 11ms 100-200Hz 4 6.1 +0.0 +0.6 +0.3 = 6.8 4.0 × 1046

WNB 100ms 100-200Hz 4 5.0 +0.0 +0.5 +0.2 = 5.5 2.7 × 1046

GPS 843253538.0 WNB 11ms 100-1000Hz 4 14.1 +0.0 +1.5 +0.5 = 15.7 3.0 × 1048

Sep 25 2006 21:05:24.0 UTC WNB 100ms 100-1000Hz 4 11.6 +0.1 +1.2 +0.4 = 12.9 1.9 × 1048

RDC 200ms 1090Hz 4 24.5 +0.5 +2.5 +0.8 = 27.7 3.3 × 1049

RDC 200ms 1590Hz 4 34.3 +1.4 +3.6 +1.3 = 39.4 1.4 × 1050

RDC 200ms 2090Hz 4 49.7 +4.0 +6.4 +1.8 = 60.3 5.8 × 1050

RDC 200ms 2590Hz 4 56.6 +7.4 +7.2 +1.9 = 71.4 1.2 × 1051

RDL 200ms 1090Hz 4 40.8 +1.2 +4.2 +2.5 = 46.9 9.8 × 1049

RDL 200ms 1590Hz 4 55.1 +2.8 +5.7 +3.1 = 64.3 3.9 × 1050

RDL 200ms 2090Hz 4 79.4 +8.7 +10.2 +4.7 = 99.3 1.6 × 1051

RDL 200ms 2590Hz 4 91.9 +11.9 +11.8 +6.3 = 117.2 3.4 × 1051

SGR 1806−20 H1H2 0.34 - WNB 11ms 100-200Hz 4 6.0 +0.0 +0.6 +0.4 = 6.7 4.1 × 1046

WNB 100ms 100-200Hz 4 4.8 +0.0 +0.5 +0.2 = 5.4 2.5 × 1046

GPS 843266704.0 WNB 11ms 100-1000Hz 4 12.4 +0.0 +1.3 +0.5 = 13.8 2.4 × 1048

Sep 26 2006 00:44:50.0 UTC WNB 100ms 100-1000Hz 4 12.1 +0.1 +1.3 +0.3 = 13.6 2.0 × 1048

RDC 200ms 1090Hz 4 16.4 +0.3 +1.7 +0.5 = 18.5 1.5 × 1049

RDC 200ms 1590Hz 4 22.8 +0.9 +2.4 +0.7 = 26.1 6.3 × 1049

RDC 200ms 2090Hz 4 33.0 +2.6 +4.2 +1.0 = 40.0 2.5 × 1050

RDC 200ms 2590Hz 4 41.1 +5.3 +5.3 +1.1 = 51.9 6.5 × 1050

RDL 200ms 1090Hz 4 55.5 +1.7 +5.8 +9.7 = 68.5 2.1 × 1050

RDL 200ms 1590Hz 4 70.7 +3.5 +7.3 +10.5 = 87.1 7.0 × 1050

RDL 200ms 2090Hz 4 95.6 +10.5 +12.2 +13.2 = 124.1 2.5 × 1051

RDL 200ms 2590Hz 4 111.5 +14.5 +14.3 +14.4 = 146.3 5.3 × 1051

SGR 1806−20 L1H1H2 0.30 0.42 WNB 11ms 100-200Hz 4 4.1 +0.0 +0.4 +0.2 = 4.6 1.8 × 1046

WNB 100ms 100-200Hz 4 3.2 +0.0 +0.3 +0.1 = 3.6 1.1 × 1046

GPS 843376785.0 WNB 11ms 100-1000Hz 4 9.0 +0.0 +0.9 +0.4 = 10.0 1.2 × 1048

Sep 27 2006 07:19:31.0 UTC WNB 100ms 100-1000Hz 4 8.2 +0.1 +0.8 +0.3 = 9.2 9.0 × 1047

RDC 200ms 1090Hz 4 15.5 +0.3 +1.6 +0.5 = 17.5 1.3 × 1049

RDC 200ms 1590Hz 4 22.2 +0.9 +2.3 +0.8 = 25.6 6.1 × 1049

RDC 200ms 2090Hz 4 30.3 +2.4 +3.9 +1.1 = 36.8 2.1 × 1050
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RDC 200ms 2590Hz 4 35.7 +4.6 +4.6 +1.5 = 45.2 4.8 × 1050

RDL 200ms 1090Hz 4 26.2 +0.8 +2.7 +1.7 = 30.2 4.0 × 1049

RDL 200ms 1590Hz 4 39.0 +2.0 +4.0 +2.5 = 45.7 2.0 × 1050

RDL 200ms 2090Hz 4 50.8 +5.6 +6.5 +2.6 = 63.4 6.5 × 1050

RDL 200ms 2590Hz 4 64.2 +8.3 +8.2 +3.4 = 81.4 1.7 × 1051

SGR 1806−20 L1H1H2 0.34 0.55 WNB 11ms 100-200Hz 4 3.1 +0.0 +0.3 +0.2 = 3.5 1.1 × 1046

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.6 × 1045

GPS 843382737.0 WNB 11ms 100-1000Hz 4 6.5 +0.0 +0.7 +0.3 = 7.2 6.5 × 1047

Sep 27 2006 08:58:43.0 UTC WNB 100ms 100-1000Hz 4 6.4 +0.1 +0.7 +0.3 = 7.1 5.7 × 1047

RDC 200ms 1090Hz 4 11.2 +0.2 +1.2 +0.3 = 12.7 6.9 × 1048

RDC 200ms 1590Hz 4 15.1 +0.6 +1.6 +0.7 = 17.4 2.7 × 1049

RDC 200ms 2090Hz 4 21.7 +1.7 +2.8 +0.6 = 26.3 1.1 × 1050

RDC 200ms 2590Hz 4 26.8 +3.5 +3.4 +0.9 = 33.8 2.7 × 1050

RDL 200ms 1090Hz 4 34.2 +1.0 +3.5 +3.6 = 40.3 7.1 × 1049

RDL 200ms 1590Hz 4 45.6 +2.3 +4.7 +6.1 = 55.6 2.9 × 1050

RDL 200ms 2090Hz 4 65.6 +7.2 +8.4 +7.1 = 83.8 1.1 × 1051

RDL 200ms 2590Hz 4 78.8 +10.2 +10.1 +11.0 = 104.0 2.6 × 1051

SGR 1806−20 L1H1H2 0.34 0.55 WNB 11ms 100-200Hz 4 3.3 +0.0 +0.3 +0.2 = 3.7 1.2 × 1046

WNB 100ms 100-200Hz 4 2.6 +0.0 +0.3 +0.1 = 2.9 7.3 × 1045

GPS 843382869.7 WNB 11ms 100-1000Hz 4 7.4 +0.0 +0.8 +0.3 = 8.2 8.0 × 1047

Sep 27 2006 09:00:55.7 UTC WNB 100ms 100-1000Hz 4 6.6 +0.1 +0.7 +0.2 = 7.4 5.9 × 1047

RDC 200ms 1090Hz 4 11.6 +0.2 +1.2 +0.3 = 13.1 7.4 × 1048

RDC 200ms 1590Hz 4 16.7 +0.7 +1.7 +0.5 = 19.1 3.4 × 1049

RDC 200ms 2090Hz 4 21.7 +1.7 +2.8 +0.6 = 26.3 1.1 × 1050

RDC 200ms 2590Hz 4 26.8 +3.5 +3.4 +1.0 = 33.9 2.7 × 1050

RDL 200ms 1090Hz 4 30.3 +0.9 +3.1 +2.7 = 35.4 5.6 × 1049

RDL 200ms 1590Hz 4 45.6 +2.3 +4.7 +5.1 = 54.8 2.8 × 1050

RDL 200ms 2090Hz 4 74.0 +8.1 +9.5 +6.2 = 93.5 1.4 × 1051

RDL 200ms 2590Hz 4 91.8 +11.9 +11.7 +8.3 = 118.0 3.5 × 1051

SGR 1806−20 H1H2 0.52 - WNB 11ms 100-200Hz 4 3.4 +0.0 +0.3 +0.2 = 3.8 1.3 × 1046

WNB 100ms 100-200Hz 4 3.0 +0.0 +0.3 +0.1 = 3.3 9.8 × 1045

GPS 843410384.0 WNB 11ms 100-1000Hz 4 6.9 +0.0 +0.7 +0.3 = 7.7 6.9 × 1047

Sep 27 2006 16:39:30.0 UTC WNB 100ms 100-1000Hz 4 6.8 +0.1 +0.7 +0.2 = 7.7 6.4 × 1047

RDC 200ms 1090Hz 4 10.8 +0.2 +1.1 +0.4 = 12.2 6.4 × 1048

RDC 200ms 1590Hz 4 15.4 +0.6 +1.6 +0.5 = 17.7 2.9 × 1049

RDC 200ms 2090Hz 4 22.2 +1.8 +2.8 +0.7 = 26.9 1.1 × 1050

RDC 200ms 2590Hz 4 27.0 +3.5 +3.5 +0.8 = 34.1 2.8 × 1050

RDL 200ms 1090Hz 4 34.3 +1.0 +3.6 +4.9 = 41.4 7.5 × 1049

RDL 200ms 1590Hz 4 49.6 +2.5 +5.1 +11.3 = 64.5 4.1 × 1050

RDL 200ms 2090Hz 4 63.2 +6.9 +8.1 +11.5 = 84.2 1.1 × 1051

RDL 200ms 2590Hz 4 76.7 +10.0 +9.8 +10.1 = 100.8 2.7 × 1051

SGR 1806−20 H2 0.30 - WNB 11ms 100-200Hz 4 14.4 +0.0 +1.3 +1.2 = 16.2 2.3 × 1047

WNB 100ms 100-200Hz 4 12.8 +0.0 +1.2 +0.5 = 14.0 1.8 × 1047

GPS 843515490.0 WNB 11ms 100-1000Hz 4 23.1 +0.0 +2.1 +0.9 = 25.3 8.1 × 1048

Sep 28 2006 21:51:16.0 UTC WNB 100ms 100-1000Hz 4 23.0 +0.2 +2.1 +0.7 = 25.5 7.1 × 1048

RDC 200ms 1090Hz 4 34.3 +0.7 +3.2 +0.9 = 38.3 6.3 × 1049

Continued on next page



293

Table D.1 – continued from previous page

trigger detector FH1
rms FL1

rms type o.s. h90%
rss [10−22 strain · Hz−

1
2 ] E90%

GW [erg]

RDC 200ms 1590Hz 4 52.7 +2.1 +4.9 +1.1 = 59.8 3.3 × 1050

RDC 200ms 2090Hz 4 70.9 +5.7 +5.4 +1.9 = 82.3 1.1 × 1051

RDC 200ms 2590Hz 4 94.6 +12.3 +7.3 +2.4 = 114.6 3.2 × 1051

RDL 200ms 1090Hz 4 102.3 +3.1 +9.4 +19.9 = 127.4 7.2 × 1050

RDL 200ms 1590Hz 4 156.3 +7.8 +14.4 +19.0 = 188.0 3.4 × 1051

RDL 200ms 2090Hz 4 223.8 +24.6 +17.2 +28.1 = 281.3 1.3 × 1052

RDL 200ms 2590Hz 4 337.5 +43.9 +25.9 +39.4 = 428.5 4.5 × 1052

SGR 1806−20 L1H2 0.37 0.48 WNB 11ms 100-200Hz 4 4.5 +0.0 +0.4 +0.3 = 5.0 2.2 × 1046

WNB 100ms 100-200Hz 4 3.5 +0.0 +0.3 +0.1 = 3.9 1.3 × 1046

GPS 843520599.0 WNB 11ms 100-1000Hz 4 8.8 +0.0 +0.8 +0.4 = 9.8 1.2 × 1048

Sep 28 2006 23:16:25.0 UTC WNB 100ms 100-1000Hz 4 8.7 +0.1 +0.8 +0.2 = 9.6 1.0 × 1048

RDC 200ms 1090Hz 4 13.7 +0.3 +1.3 +0.5 = 15.4 1.0 × 1049

RDC 200ms 1590Hz 4 20.4 +0.8 +1.9 +0.7 = 23.3 4.9 × 1049

RDC 200ms 2090Hz 4 26.5 +2.1 +2.0 +1.1 = 31.0 1.5 × 1050

RDC 200ms 2590Hz 4 34.8 +4.5 +2.7 +1.3 = 42.3 4.3 × 1050

RDL 200ms 1090Hz 4 36.5 +1.1 +3.4 +3.4 = 42.4 8.3 × 1049

RDL 200ms 1590Hz 4 62.9 +3.1 +5.8 +5.8 = 74.3 5.1 × 1050

RDL 200ms 2090Hz 4 68.2 +7.5 +5.2 +8.6 = 85.8 1.2 × 1051

RDL 200ms 2590Hz 4 107.8 +14.0 +8.3 +8.5 = 133.7 4.4 × 1051

SGR 1806−20 L1H1H2 0.30 0.43 WNB 11ms 100-200Hz 4 3.7 +0.0 +0.4 +0.2 = 4.1 1.5 × 1046

WNB 100ms 100-200Hz 4 3.0 +0.0 +0.3 +0.2 = 3.4 1.0 × 1046

GPS 843549285.0 WNB 11ms 100-1000Hz 4 7.7 +0.0 +0.8 +0.4 = 8.6 9.4 × 1047

Sep 29 2006 07:14:31.0 UTC WNB 100ms 100-1000Hz 4 7.1 +0.1 +0.7 +0.2 = 8.0 7.0 × 1047

RDC 200ms 1090Hz 4 13.0 +0.3 +1.3 +0.5 = 14.6 9.5 × 1048

RDC 200ms 1590Hz 4 19.3 +0.8 +2.0 +0.9 = 22.3 4.6 × 1049

RDC 200ms 2090Hz 4 25.7 +2.1 +3.3 +1.2 = 31.3 1.5 × 1050

RDC 200ms 2590Hz 4 31.6 +4.1 +4.0 +1.6 = 40.0 3.8 × 1050

RDL 200ms 1090Hz 4 22.2 +0.7 +2.3 +1.3 = 25.5 2.9 × 1049

RDL 200ms 1590Hz 4 31.5 +1.6 +3.3 +2.8 = 37.4 1.3 × 1050

RDL 200ms 2090Hz 4 41.4 +4.5 +5.3 +2.8 = 51.9 4.4 × 1050

RDL 200ms 2590Hz 4 50.0 +6.5 +6.4 +2.7 = 63.5 9.7 × 1050

SGR 1806−20 L1H1H2 0.34 0.37 WNB 11ms 100-200Hz 4 3.7 +0.0 +0.4 +0.2 = 4.1 1.5 × 1046

WNB 100ms 100-200Hz 4 2.9 +0.0 +0.3 +0.1 = 3.3 9.4 × 1045

GPS 843631427.0 WNB 11ms 100-1000Hz 4 8.0 +0.0 +0.8 +0.3 = 8.9 9.4 × 1047

Sep 30 2006 06:03:33.0 UTC WNB 100ms 100-1000Hz 4 7.3 +0.1 +0.8 +0.3 = 8.1 7.3 × 1047

RDC 200ms 1090Hz 4 16.9 +0.3 +1.7 +0.4 = 19.0 1.6 × 1049

RDC 200ms 1590Hz 4 25.1 +1.0 +2.6 +0.7 = 28.8 7.6 × 1049

RDC 200ms 2090Hz 4 32.2 +2.6 +4.1 +1.1 = 39.0 2.4 × 1050

RDC 200ms 2590Hz 4 40.7 +5.3 +5.2 +1.4 = 51.4 6.4 × 1050

RDL 200ms 1090Hz 4 29.5 +0.9 +3.1 +1.5 = 33.8 5.1 × 1049

RDL 200ms 1590Hz 4 40.5 +2.0 +4.2 +1.7 = 47.0 2.1 × 1050

RDL 200ms 2090Hz 4 59.1 +6.5 +7.6 +3.7 = 74.0 8.9 × 1050

RDL 200ms 2590Hz 4 67.6 +8.8 +8.6 +3.7 = 85.7 1.8 × 1051

SGR 1806−20 H1H2 0.58 - WNB 11ms 100-200Hz 4 3.2 +0.0 +0.3 +0.2 = 3.7 1.2 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 8.0 × 1045

GPS 843665512.0 WNB 11ms 100-1000Hz 4 6.1 +0.0 +0.6 +0.2 = 6.8 5.4 × 1047
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Sep 30 2006 15:31:38.0 UTC WNB 100ms 100-1000Hz 4 5.8 +0.1 +0.6 +0.2 = 6.5 4.6 × 1047

RDC 200ms 1090Hz 4 8.5 +0.2 +0.9 +0.4 = 9.7 4.0 × 1048

RDC 200ms 1590Hz 4 12.5 +0.5 +1.3 +0.5 = 14.4 1.9 × 1049

RDC 200ms 2090Hz 4 17.8 +1.4 +2.3 +0.6 = 21.5 7.3 × 1049

RDC 200ms 2590Hz 4 21.5 +2.8 +2.8 +0.9 = 27.2 1.8 × 1050

RDL 200ms 1090Hz 4 24.0 +0.7 +2.5 +3.2 = 28.8 3.7 × 1049

RDL 200ms 1590Hz 4 38.5 +1.9 +4.0 +6.1 = 47.7 2.1 × 1050

RDL 200ms 2090Hz 4 41.2 +4.5 +5.3 +5.6 = 53.4 4.5 × 1050

RDL 200ms 2590Hz 4 65.7 +8.5 +8.4 +7.4 = 85.4 1.6 × 1051

SGR 1806−20 L1H1H2 0.29 0.32 WNB 11ms 100-200Hz 4 4.7 +0.0 +0.5 +0.3 = 5.3 2.4 × 1046

WNB 100ms 100-200Hz 4 3.8 +0.0 +0.4 +0.2 = 4.2 1.5 × 1046

GPS 843793819.0 WNB 11ms 100-1000Hz 4 8.2 +0.0 +0.9 +0.4 = 9.2 1.0 × 1048

Oct 02 2006 03:10:05.0 UTC WNB 100ms 100-1000Hz 4 8.5 +0.1 +0.9 +0.3 = 9.6 1.0 × 1048

RDC 200ms 1090Hz 4 16.2 +0.3 +1.7 +0.6 = 18.3 1.5 × 1049

RDC 200ms 1590Hz 4 24.2 +1.0 +2.5 +1.0 = 27.9 7.1 × 1049

RDC 200ms 2090Hz 4 33.1 +2.6 +4.2 +1.0 = 40.0 2.5 × 1050

RDC 200ms 2590Hz 4 38.2 +5.0 +4.9 +1.3 = 48.3 5.7 × 1050

RDL 200ms 1090Hz 4 33.6 +1.0 +3.5 +2.3 = 38.8 6.7 × 1049

RDL 200ms 1590Hz 4 47.5 +2.4 +4.9 +3.1 = 55.7 2.9 × 1050

RDL 200ms 2090Hz 4 61.9 +6.8 +7.9 +2.9 = 77.1 9.7 × 1050

RDL 200ms 2590Hz 4 72.9 +9.5 +9.3 +4.4 = 92.7 2.1 × 1051

SGR 1806−20 L1H1H2 0.33 0.38 WNB 11ms 100-200Hz 4 4.3 +0.0 +0.4 +0.2 = 4.8 2.0 × 1046

WNB 100ms 100-200Hz 4 3.6 +0.0 +0.4 +0.2 = 4.1 1.4 × 1046

GPS 843976882.0 WNB 11ms 100-1000Hz 4 9.7 +0.0 +1.0 +0.4 = 10.8 1.5 × 1048

Oct 04 2006 06:01:08.0 UTC WNB 100ms 100-1000Hz 4 8.3 +0.1 +0.9 +0.3 = 9.3 9.5 × 1047

RDC 200ms 1090Hz 4 16.0 +0.3 +1.7 +0.5 = 18.1 1.4 × 1049

RDC 200ms 1590Hz 4 22.5 +0.9 +2.3 +0.7 = 25.8 6.2 × 1049

RDC 200ms 2090Hz 4 30.7 +2.5 +3.9 +1.0 = 37.2 2.2 × 1050

RDC 200ms 2590Hz 4 36.9 +4.8 +4.7 +1.1 = 46.6 5.2 × 1050

RDL 200ms 1090Hz 4 24.1 +0.7 +2.5 +1.1 = 27.5 3.4 × 1049

RDL 200ms 1590Hz 4 33.7 +1.7 +3.5 +1.3 = 39.1 1.5 × 1050

RDL 200ms 2090Hz 4 49.5 +5.4 +6.3 +3.1 = 62.0 6.2 × 1050

RDL 200ms 2590Hz 4 61.6 +8.0 +7.9 +3.4 = 78.2 1.5 × 1051

SGR 1806−20 L1H1H2 0.28 0.36 WNB 11ms 100-200Hz 4 4.2 +0.0 +0.4 +0.3 = 4.7 2.0 × 1046

WNB 100ms 100-200Hz 4 3.4 +0.0 +0.4 +0.1 = 3.8 1.2 × 1046

GPS 844132929.0 WNB 11ms 100-1000Hz 4 7.7 +0.0 +0.8 +0.3 = 8.5 8.6 × 1047

Oct 06 2006 01:21:55.0 UTC WNB 100ms 100-1000Hz 4 7.8 +0.1 +0.8 +0.3 = 8.8 8.4 × 1047

RDC 200ms 1090Hz 4 14.2 +0.3 +1.5 +0.4 = 16.0 1.1 × 1049

RDC 200ms 1590Hz 4 20.2 +0.8 +2.1 +0.7 = 23.3 4.9 × 1049

RDC 200ms 2090Hz 4 27.7 +2.2 +3.6 +0.8 = 33.6 1.8 × 1050

RDC 200ms 2590Hz 4 33.9 +4.4 +4.3 +1.2 = 42.8 4.3 × 1050

RDL 200ms 1090Hz 4 37.1 +1.1 +3.8 +2.7 = 42.9 8.2 × 1049

RDL 200ms 1590Hz 4 47.6 +2.4 +4.9 +6.3 = 58.0 3.1 × 1050

RDL 200ms 2090Hz 4 71.1 +7.8 +9.1 +11.6 = 93.7 1.4 × 1051

RDL 200ms 2590Hz 4 93.1 +12.1 +11.9 +7.3 = 119.2 3.5 × 1051

SGR 1806−20 L1 - 0.56 WNB 11ms 100-200Hz 4 2.9 +0.0 +0.2 +0.3 = 3.3 9.4 × 1045
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trigger detector FH1
rms FL1

rms type o.s. h90%
rss [10−22 strain · Hz−

1
2 ] E90%

GW [erg]

WNB 100ms 100-200Hz 4 2.5 +0.0 +0.2 +0.1 = 2.7 6.6 × 1045

GPS 844331020.0 WNB 11ms 100-1000Hz 4 6.3 +0.0 +0.5 +0.2 = 6.8 6.0 × 1047

Oct 08 2006 08:23:26.0 UTC WNB 100ms 100-1000Hz 4 6.0 +0.1 +0.5 +0.2 = 6.5 4.7 × 1047

RDC 200ms 1090Hz 4 9.7 +0.2 +0.7 +0.3 = 10.8 5.1 × 1048

RDC 200ms 1590Hz 4 14.3 +0.6 +1.1 +0.5 = 16.1 2.4 × 1049

RDC 200ms 2090Hz 4 18.8 +1.5 +1.4 +0.7 = 21.9 7.5 × 1049

RDC 200ms 2590Hz 4 24.0 +3.1 +1.8 +0.8 = 29.2 2.1 × 1050

RDL 200ms 1090Hz 4 29.8 +0.9 +2.3 +3.8 = 35.1 5.6 × 1049

RDL 200ms 1590Hz 4 38.8 +1.9 +3.0 +4.1 = 45.8 2.1 × 1050

RDL 200ms 2090Hz 4 54.5 +6.0 +4.2 +7.3 = 68.9 7.7 × 1050

RDL 200ms 2590Hz 4 64.8 +8.4 +5.0 +8.1 = 82.8 1.7 × 1051

SGR 1806−20 H1 0.60 - WNB 11ms 100-200Hz 4 4.6 +0.0 +0.5 +0.7 = 5.4 2.5 × 1046

WNB 100ms 100-200Hz 4 3.7 +0.0 +0.4 +0.1 = 4.2 1.5 × 1046

GPS 845215199.0 WNB 11ms 100-1000Hz 4 8.1 +0.0 +0.8 +0.4 = 9.1 1.0 × 1048

Oct 18 2006 13:59:45.0 UTC WNB 100ms 100-1000Hz 4 7.9 +0.1 +0.8 +0.2 = 8.9 8.6 × 1047

RDC 200ms 1090Hz 4 9.8 +0.2 +1.0 +0.4 = 11.1 5.4 × 1048

RDC 200ms 1590Hz 4 14.4 +0.6 +1.5 +0.5 = 16.5 2.5 × 1049

RDC 200ms 2090Hz 4 18.7 +1.5 +2.4 +0.5 = 22.6 8.0 × 1049

RDC 200ms 2590Hz 4 22.7 +3.0 +2.9 +0.7 = 28.7 2.0 × 1050

RDL 200ms 1090Hz 4 30.9 +0.9 +3.2 +3.3 = 36.4 5.9 × 1049

RDL 200ms 1590Hz 4 44.3 +2.2 +4.6 +5.6 = 53.7 2.8 × 1050

RDL 200ms 2090Hz 4 58.8 +6.5 +7.5 +7.3 = 75.7 9.0 × 1050

RDL 200ms 2590Hz 4 58.0 +7.5 +7.4 +8.6 = 77.0 1.5 × 1051

SGR 1806−20 H1 0.59 - WNB 11ms 100-200Hz 4 3.4 +0.0 +0.4 +0.3 = 3.9 1.4 × 1046

WNB 100ms 100-200Hz 4 2.7 +0.0 +0.3 +0.1 = 3.0 7.8 × 1045

GPS 845215334.0 WNB 11ms 100-1000Hz 4 6.4 +0.0 +0.7 +0.2 = 7.1 6.2 × 1047

Oct 18 2006 14:02:00.0 UTC WNB 100ms 100-1000Hz 4 6.0 +0.1 +0.6 +0.2 = 6.7 4.9 × 1047

RDC 200ms 1090Hz 4 9.0 +0.2 +0.9 +0.4 = 10.2 4.5 × 1048

RDC 200ms 1590Hz 4 13.4 +0.5 +1.4 +0.6 = 15.4 2.2 × 1049

RDC 200ms 2090Hz 4 18.4 +1.5 +2.4 +0.8 = 22.4 7.8 × 1049

RDC 200ms 2590Hz 4 20.9 +2.7 +2.7 +0.8 = 26.4 1.7 × 1050

RDL 200ms 1090Hz 4 22.9 +0.7 +2.4 +2.9 = 27.3 3.3 × 1049

RDL 200ms 1590Hz 4 30.8 +1.5 +3.2 +4.0 = 37.4 1.3 × 1050

RDL 200ms 2090Hz 4 52.4 +5.8 +6.7 +6.4 = 67.5 7.4 × 1050

RDL 200ms 2590Hz 4 60.4 +7.9 +7.7 +11.5 = 82.2 1.6 × 1051

SGR 1806−20 L1 - 0.37 WNB 11ms 100-200Hz 4 6.4 +0.0 +0.5 +0.4 = 7.1 4.5 × 1046

WNB 100ms 100-200Hz 4 4.9 +0.0 +0.4 +0.2 = 5.3 2.5 × 1046

GPS 845268119.0 WNB 11ms 100-1000Hz 4 11.7 +0.0 +0.9 +0.5 = 12.8 2.1 × 1048

Oct 19 2006 04:41:45.0 UTC WNB 100ms 100-1000Hz 4 11.4 +0.1 +0.9 +0.3 = 12.4 1.7 × 1048

RDC 200ms 1090Hz 4 20.2 +0.4 +1.6 +0.5 = 22.2 2.2 × 1049

RDC 200ms 1590Hz 4 27.8 +1.1 +2.1 +0.7 = 31.2 9.2 × 1049

RDC 200ms 2090Hz 4 38.7 +3.1 +3.0 +0.8 = 44.9 3.3 × 1050

RDC 200ms 2590Hz 4 47.2 +6.1 +3.6 +1.2 = 57.2 8.1 × 1050

RDL 200ms 1090Hz 4 63.2 +1.9 +4.9 +11.7 = 77.8 2.6 × 1050

RDL 200ms 1590Hz 4 87.1 +4.4 +6.7 +13.6 = 106.7 9.7 × 1050

RDL 200ms 2090Hz 4 121.2 +13.3 +9.3 +17.5 = 154.3 3.8 × 1051
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rms FL1

rms type o.s. h90%
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1
2 ] E90%
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RDL 200ms 2590Hz 4 155.2 +20.2 +11.9 +19.3 = 198.1 1.0 × 1052

SGR 1806−20 L1H1H2 0.29 0.32 WNB 11ms 100-200Hz 4 4.7 +0.0 +0.5 +0.3 = 5.3 2.5 × 1046

WNB 100ms 100-200Hz 4 3.4 +0.0 +0.4 +0.1 = 3.8 1.3 × 1046

GPS 845517197.0 WNB 11ms 100-1000Hz 4 9.3 +0.0 +1.0 +0.5 = 10.4 1.4 × 1048

Oct 22 2006 01:53:03.0 UTC WNB 100ms 100-1000Hz 4 8.6 +0.1 +0.9 +0.3 = 9.7 1.0 × 1048

RDC 200ms 1090Hz 4 14.9 +0.3 +1.5 +0.5 = 16.8 1.2 × 1049

RDC 200ms 1590Hz 4 23.2 +0.9 +2.4 +0.9 = 26.7 6.6 × 1049

RDC 200ms 2090Hz 4 30.6 +2.4 +3.9 +1.1 = 37.1 2.2 × 1050

RDC 200ms 2590Hz 4 37.5 +4.9 +4.8 +1.2 = 47.3 5.4 × 1050

RDL 200ms 1090Hz 4 28.8 +0.9 +3.0 +1.8 = 33.2 4.9 × 1049

RDL 200ms 1590Hz 4 42.1 +2.1 +4.4 +2.7 = 49.3 2.3 × 1050

RDL 200ms 2090Hz 4 57.5 +6.3 +7.4 +2.8 = 71.8 8.3 × 1050

RDL 200ms 2590Hz 4 70.1 +9.1 +9.0 +5.5 = 89.7 2.0 × 1051

SGR 1806−20 H1H2 0.46 - WNB 11ms 100-200Hz 4 4.9 +0.0 +0.5 +0.4 = 5.5 2.7 × 1046

WNB 100ms 100-200Hz 4 3.9 +0.0 +0.4 +0.2 = 4.4 1.7 × 1046

GPS 845997667.0 WNB 11ms 100-1000Hz 4 9.0 +0.0 +0.9 +0.4 = 10.0 1.3 × 1048

Oct 27 2006 15:20:53.0 UTC WNB 100ms 100-1000Hz 4 8.6 +0.1 +0.9 +0.3 = 9.6 1.0 × 1048

RDC 200ms 1090Hz 4 13.5 +0.3 +1.4 +0.4 = 15.3 1.0 × 1049

RDC 200ms 1590Hz 4 19.9 +0.8 +2.1 +0.5 = 22.8 4.8 × 1049

RDC 200ms 2090Hz 4 26.0 +2.1 +3.3 +0.7 = 31.4 1.5 × 1050

RDC 200ms 2590Hz 4 32.4 +4.2 +4.1 +1.1 = 40.9 4.0 × 1050

RDL 200ms 1090Hz 4 41.6 +1.2 +4.3 +5.8 = 50.1 1.1 × 1050

RDL 200ms 1590Hz 4 65.1 +3.3 +6.7 +7.8 = 78.6 5.8 × 1050

RDL 200ms 2090Hz 4 93.6 +10.3 +12.0 +13.7 = 122.1 2.4 × 1051

RDL 200ms 2590Hz 4 96.7 +12.6 +12.4 +11.4 = 126.1 3.9 × 1051

SGR 1806−20 L1H1H2 0.62 0.68 WNB 11ms 100-200Hz 4 2.1 +0.0 +0.2 +0.2 = 2.4 5.1 × 1045

WNB 100ms 100-200Hz 4 1.8 +0.0 +0.2 +0.1 = 2.0 3.5 × 1045

GPS 846152883.0 WNB 11ms 100-1000Hz 4 4.3 +0.0 +0.4 +0.2 = 4.8 2.9 × 1047

Oct 29 2006 10:27:49.0 UTC WNB 100ms 100-1000Hz 4 4.0 +0.0 +0.4 +0.2 = 4.5 2.2 × 1047

RDC 200ms 1090Hz 4 6.9 +0.1 +0.7 +0.2 = 7.8 2.7 × 1048

RDC 200ms 1590Hz 4 10.2 +0.4 +1.1 +0.5 = 11.8 1.3 × 1049

RDC 200ms 2090Hz 4 14.2 +1.1 +1.8 +0.5 = 17.2 4.6 × 1049

RDC 200ms 2590Hz 4 16.4 +2.1 +2.1 +0.4 = 20.7 1.0 × 1050

RDL 200ms 1090Hz 4 22.4 +0.7 +2.3 +2.1 = 26.2 3.2 × 1049

RDL 200ms 1590Hz 4 36.5 +1.8 +3.8 +4.9 = 44.5 1.9 × 1050

RDL 200ms 2090Hz 4 41.1 +4.5 +5.3 +5.6 = 53.3 4.6 × 1050

RDL 200ms 2590Hz 4 51.5 +6.7 +6.6 +7.7 = 68.3 1.1 × 1051

SGR 1806−20 H1H2 0.36 - WNB 11ms 100-200Hz 4 5.3 +0.0 +0.6 +0.3 = 6.0 3.2 × 1046

WNB 100ms 100-200Hz 4 4.2 +0.0 +0.4 +0.2 = 4.7 1.9 × 1046

GPS 846275581.0 WNB 11ms 100-1000Hz 4 10.8 +0.0 +1.1 +0.4 = 12.0 2.0 × 1048

Oct 30 2006 20:32:47.0 UTC WNB 100ms 100-1000Hz 4 10.7 +0.1 +1.1 +0.3 = 12.0 1.6 × 1048

RDC 200ms 1090Hz 4 14.2 +0.3 +1.5 +0.5 = 16.0 1.1 × 1049

RDC 200ms 1590Hz 4 21.3 +0.9 +2.2 +0.7 = 24.5 5.5 × 1049

RDC 200ms 2090Hz 4 27.2 +2.2 +3.5 +1.3 = 33.0 1.7 × 1050

RDC 200ms 2590Hz 4 34.6 +4.5 +4.4 +1.5 = 43.8 4.5 × 1050

RDL 200ms 1090Hz 4 48.8 +1.5 +5.1 +5.3 = 57.6 1.5 × 1050
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trigger detector FH1
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rms type o.s. h90%
rss [10−22 strain · Hz−
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RDL 200ms 1590Hz 4 62.4 +3.1 +6.5 +12.8 = 79.9 6.0 × 1050

RDL 200ms 2090Hz 4 82.2 +9.0 +10.5 +12.4 = 107.6 1.8 × 1051

RDL 200ms 2590Hz 4 94.3 +12.3 +12.1 +13.3 = 124.5 3.8 × 1051


	List of Tables
	List of Figures
	Acknowledgments
	Chapter The Universe Through New Eyes
	Chapter Gravitational Waves
	Gravitational waves in general relativity
	Perturbations in spacetime
	Effect of gravitational waves on free test particles
	What gravitational waves can we expect?

	Astrophysical sources of gravitational waves
	Burst
	Compact binary coalescence
	Continuous
	Stochastic


	Chapter Interferometric Gravitational Wave Detectors
	Overview of the LIGO detectors
	Noise
	Seismic noise
	Shot noise
	Intrinsic thermal noise
	Laser noise
	Other noises

	Detector calibration
	DARM servo loop
	 Calibration via coil actuators
	S5 strain-calibrated data

	Data quality flags
	 Antenna pattern of interferometric detectors
	Future interferometric gravitational wave detectors

	Chapter Photon Calibrators
	Principles of operation
	A photon actuator
	Advantages of the photon calibrator

	Implementation
	Discovering a discrepancy
	Initial photon calibrator commissioning
	Towards resolving the discrepancy
	Recent advances

	Time delay measurement
	Future photon calibrators

	Chapter Flare Analysis Pipeline
	A pipeline for triggered searches
	Overview
	Input: Astrophysical trigger events list
	Processing: Generation of analysis events
	Data conditioning
	Measuring excess power

	Processing: Significance of on-source analysis events
	Processing: Estimating upper limits
	Simulations
	Frequency domain gravitational wave crossing time delays
	Gravitational wave emission energy of a simulation
	Generating ringdowns
	Generating white noise bursts
	Estimating detection efficiencies

	Estimating upper limit uncertainties
	Statistical uncertainty for a finite simulation
	Calibration uncertainty
	Energy upper limit uncertainty


	Chapter Flare Pipeline Characterization and Validation
	Hardware injections
	Technical validations and formal review
	Choosing pipeline parameters
	Fourier transform overlap
	Injection coincidence time window
	Upper limit dependence on duration of on-source region
	Off-source segment size

	Characterizing simulation parameter spaces
	Ringdown duration
	WNB simulation duration and search integration length

	Automated test suites
	Sensitivity estimates with simulated LIGO noise
	Generating simulated LIGO data
	Measuring sensitivity
	Simulated two-detector searches

	GRB 070201 analysis
	Coherent Waveburst (cWB) pipeline
	GRB 070201 cWB results
	GRB 070201 Flare pipeline results

	Complementing inspiral searches with burst pipelines
	X-Pipeline
	Results


	Chapter Soft Gamma Repeaters
	Burst emission
	Common bursts
	Giant flares
	Intermediate bursts
	Burst storms
	SGR activity histories

	Other observed properties of SGRs
	Quiescent X-ray emission
	Timing
	Quasiperiodic oscillations
	Association with supernova remnants

	SGR distances and locations
	SGR 1806--20
	SGR 1900+14

	Magnetar model
	Emission of gravitational waves

	Chapter Search for Gravitational Waves from Individual SGR Bursts
	The sample of SGR bursts
	Multi-episodic storm from SGR 1900+14
	060806 burst series from SGR 1806--20
	The SGR 1806--20 giant flare
	Event trigger times

	On-source region
	Parameters for the ringdown search
	Parameters for the unmodeled search
	 Gravitational-wave data
	Uncertainties and errors in upper limits
	Detector calibration for giant flare
	Detector calibration for S5
	Statistical uncertainty from a finite number of simulations

	Closed box results for individual bursts
	Open box results for individual bursts

	Chapter Search for Gravitational Waves from Multiple SGR Bursts
	Strategy
	Search signal parameter space
	On-source region
	Background region
	Stacking scenarios

	Analysis method
	T-Stack incarnation
	P-Stack incarnation
	Loudest event upper limits
	Sensitivity dependence on N
	Sensitivity dependence on timing errors
	Optimal use of the pipelines

	 SGR 1900+14 storm mock search
	BAT light curve for the SGR 1900+14 storm
	Results

	SGR 1900+14 storm closed box search
	Conclusion and future plans

	Chapter Conclusion
	Summary
	Discussion of individual SGR burst search
	Future work

	Appendix Glossary
	Appendix Technical Flare pipeline validations
	Data conditioning stage
	Validation of time bookkeeping
	Comparison of Flare and LAL simulations
	Validation of simulation hrss calculation
	Validation of simulation EGW/r2 calculation
	Validation of antenna factor calculation
	Simulation time delays in Fourier space
	Upper limit results from Flare vs. BurstMDC simulations
	Validation of events list generation

	Appendix Propagation of light crossing times
	Appendix Full table of upper limits for the giant flare and S5y1 flares

